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1. Introduction

Mongolia experiences significant wind storms in the spring and autumn associated with the 
formation and dissolution of the Siberian anticyclone. Particularly, southern Mongolia is a part 
of the Asian dust source region, which remains a critical issue in the East Asian region (Shin 
et al. 2021; Luo et al. 2022), posing major threats to surrounding environment and human 
health. This summary compares dust detection data over Mongolian territory during the spring 
months (March to May) in 2017 and 2023, using DustRGB from Japanese Himawari-8/9 
geostationary satellite imagery overlaid on Google Earth. March, April, and May are spring 
months in Mongolia, characterized by transitional weather as temperatures gradually rise from 
winter to summer. The objective is to identify local dust hotspots and regional-scale dust 
storms, analyze their patterns, and determine trends over the given periods. 

2. Materials

2.1.  The region of interest 

The region of interest is defined by the coordinates of the southwest (41°N, 87°E), northwest 
(52°N, 87°E), northeast (52°N, 120°E), and southeast (41°N, 120°E). Afterwards, we identified 
dust source spots and analyzed them by Increasing the scale. 

2.2. Meteorological data 

For selecting the time for data analysis, we relied on two meteorological factors: wind speed 
and cloud cover in the Gobi region, the main source of natural dust in Mongolia. The 
meteorological data were downloaded from the website ‘Visual Crossing,’ where weather 
history and forecasts are accessible (https://www.visualcrossing.com/). Hourly data can be 
obtained from the website (in some cases, three-hourly data for wind gusts and air pressure, 
although this is not always available). 

2.3. Satellite image processing 
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Kyushu University provided the dust RGB retrieval code for Himawari-8/9, the Japanese 
geostationary satellite. The use of geostationary satellites plays an essential role in monitoring 
dust dispersion because these satellites can provide temporal coverage of when dust storm 
events evolve and spatial coverage of how wide the dust plume dispersed (Yamamoto, 2016). 
Himawari-8/9, a new-generation geostationary meteorological satellite, was launched on 
October 07, 2014, by the Japan Meteorological Agency (JMA) and put into operation on July 
07, 2015. Himawari-8 remained operational until 2022, and its observational role was taken 
over by Himawari-9, the successor of Himawari-8. The Advanced Himawari Imager (AHI) 
onboard Himawari-8/9 has 16 spectral channels ranging from 0.47 to 13.3 m wavelength, 
consisting of 3 visible, 3 near-infrared, 10 infrared channels. A high temporal resolution of 10-
min to scan full disk observation enables Himawari-8/9 to observe continuously monitor 
specific regions for meteorological phenomena, including dust plumes (Bessho et al. 2016). 

2.4. Google Earth base map 

We identified the source areas by using Google Base Map as the background for the dust RGB 
images with a code extraction. Next, the National Atlas of Mongolia (Mongolian Academy of 
Science (MAS) 2009) was employed for detecting geographical objects that are potential dust 
hotspots. 

3. Key findings

3.1. 2017 Observations 

1. Major Dust Hotspots:

 Frequent dust activity was observed near Shargiin Tsagaan Lake, Altai mountains
slopes, and specific rangelands. 

 Mining areas, such as Bor-Undur flouride mine and Zuundalan coal mine 
contributed to localized hotspots. 

2. Geographic Features Influencing Dust Activity:

 Natural flood trenches, sandy plains, and dried lake beds served as primary dust
sources. 

 Intermountain valleys and desert regions (e.g., Gobi) were significant source areas. 

3. Notable Dust Events:

 Large dust plumes originated from areas such as the Altai mountains range and
southeastern Gobi regions. 

 Anthropogenic activities, including mining and agriculture, exacerbated soil 
vulnerability and dust generation. 

4. Sources:

 Dust originated from mountain slopes, intermountain areas, dry lake beds, and
regions with significant natural flood trenches. 

5. Anthropogenic Influence:
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 Dust detected near Dashinchilen soum and the Tuul River indicated surface 
deterioration linked to human activities. 

3.2.  2023 Observations 

1. Major Dust Hotspots:

 Frequent dust activity was observed near Khar, Durgun, Bayan, and Khar-Us 
lakes, located in the Great Lakes Depression. 

 The Tavan Tolgoi mining area and Erdenet mine tailings pond were notable dust 
sources. 

 Buuntsagaan Lake and Orog Lake in the Gobi region frequently generated dust 
events. 

2. Geographic Features Influencing Dust Activity:

 Sand dunes, dry lake beds, and natural floodwater trenches served as primary 
dust sources. 

 Intermountain valleys and steppe regions also contributed to dust dispersion. 

3. Notable Dust Events:

 Intense dust storms passed through Umnugovi Province and the southeastern 
Gobi region. 

 Dust plumes originated from the Great Lakes Valley and Lakes Depression. 

 Some dust events lasted for multiple days and shifted significantly over time. 

4. Sources of Dust:

 Dust primarily originated from the slopes of the Altai Mountains, intermountain 
areas, and dry lake regions. 

 Mining areas, including the Oyu Tolgoi and Tayan Nuur mines, contributed to 
localized dust emissions. 

5. Anthropogenic Influence:

 Mining activities, agriculture, and pasture degradation increased soil 
vulnerability to wind erosion. 

 Dust dispersion was detected from cultivated land near Ulaanbaatar and from 
burnt surfaces due to wildfires. 

 The Tuul River region exhibited signs of dust emissions, likely linked to 
intensive land use, leading to surface deterioration. 

3.3.  Comparison of 2017 and 2023 

o Temporal Patterns: Both years exhibited peak dust activity in April, with consistent
occurrences in known hotspots.

o Spatial Distribution: While many dust hotspots overlapped, 2023 showed increased
dust activity in the Great Lakes Depression and mining regions.



4 

o Anthropogenic Factors: Human-induced dust sources (e.g., mining and agriculture)
appeared more prominent in 2023, reflecting expanding industrial activities.

o Intensity: Dust plumes in 2023 were more intense and widespread, likely influenced
by climate change and land use changes.

4. Discussion & Recommendations

The comparative analysis reveals a rise in dust activity in Mongolia between 2017 and 2023, 
driven by both natural and anthropogenic factors. Climate change may be exacerbating 
conditions, such as increased aridity and soil erosion. Additionally, the intensification of dust 
storms in mining and agricultural areas underscores the need for sustainable land management. 

In future research, we will compile the results from preliminary processing conducted, for 
example, between 2018 and 2022, and in 2024. Additionally, we plan to utilize other medium-
orbit or geostationary satellites, such as the Chinese FY-4A (Luo et al. 2022) which offers a 
more direct viewing angle compared to Himawari-8/9 due to its geostationary position at 
105°E, closer to Mongolia. AlNasser (2024) developed a comprehensive methodology to create 
a five-year (2018–2022) hourly dataset of dust plumes using data from the Spinning Enhanced 
Visible and InfraRed Imager (SEVIRI) aboard geostationary Meteosat satellites. This approach 
enabled detailed tracking and analysis of dust plume dynamics across major dust-producing 
regions. Our future research will focus on analyzing dust plume dynamics, facilitating studies 
into dust sources, transport mechanisms, and environmental impacts using similar 
methodologies within the field of dust research. 

5. Conclusion

This study provides a comparative analysis of dust activity in Mongolia during the spring 
months of 2017 and 2023 using Himawari-8/9 DustRGB satellite imagery. The findings 
highlight key dust hotspots, sources, and dispersion patterns over time. While both years 
exhibited peak dust activity in April, notable differences emerged in the spatial distribution, 
intensity, and anthropogenic influence on dust emissions. Particularly, 2023 showed a wider 
extent of dust activity, with increased contributions from mining, agriculture, and land 
degradation in the Great Lakes Depression and other regions. 

The observed increase in dust storm intensity and frequency suggests that climate change and 
land use changes may be exacerbating Mongolia's dust emissions. The expansion of mining 
operations, pasture degradation, and the desiccation of water bodies further contribute to dust 
dispersion.  

Future research should extend the analysis to include additional years (2018–2022, 2024) to 
better understand long-term trends. Incorporating data from other geostationary and medium 
Earth orbit satellites, such as FY-4A and SEVIRI (Meteosat), could enhance dust detection 
accuracy and improve dust transport modeling. A multi-satellite approach will provide better 
spatial and temporal coverage, facilitating a more comprehensive understanding of Mongolia's 
evolving dust dynamics and their broader regional impacts. 
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Wave vector decomposition on fluctuations in PANTA device 

Yong-Su Na, Huiwon Chung, Chweeho Heo, Gyungjin Choi 

Department of Nuclear Engineering, Seoul National University, Seoul 08826, Republic of Korea 

Tokamak plasmas exhibit fluctuations arising from various instabilities. While these instabilities can have diverse 

origins, such as magnetohydrodynamic (MHD) or Alfvénic modes, the most fundamental driver of both transport 

and fluctuations is turbulence. However, the inherent toroidal geometry of tokamaks introduces significant 

complexity, making it challenging to comprehensively investigate the underlying physics of plasma turbulence. 

In this context, linear magnetic confinement devices have emerged as valuable tools, offering a simpler geometry 

that facilitates a more detailed exploration of turbulence-related phenomena. The Plasma Assembly for Nonlinear 

Turbulence Analysis (PANTA) is a prime example of a linear magnetic device. Specifically designed to investigate 

fundamental plasma turbulence physics, PANTA has been instrumental in enabling studies of turbulence 

phenomena that are challenging or impractical to conduct in tokamaks. Its simplified geometry and controlled 

experimental conditions provide a unique platform for advancing our understanding of plasma turbulence. 

In this report, we present initial analysis results from experiments conducted on PANTA, a collaborative effort 

between the Department of Nuclear Engineering at Seoul National University and the Research Institute of 

Applied Mechanics at Kyushu University. The primary objective of this collaboration is to investigate fundamental 

plasma turbulence characteristics, particularly those occurring at the edge of confined plasma and in the scrape-

off layer regions. While the plasma generated in PANTA marginally satisfies the conditions required for studying 

these phenomena, it is deemed suitable for the purposes of this collaboration. 

Linear spectra of fluctuations are measured using the rotatable ten-channel Langmuir probe array (10LPA) on 

PANTA. This probe array is designed to rotate along the axial direction in the (r, , z) coordinate system, where 

the axial direction aligns with the magnetic field. The axial separation between adjacent probes is 3 mm, with 

each probe positioned to measure distinct radial locations, as illustrated in Fig. 1.  

Fig. 1 Ten-channel probe array configuration 

In the experiments, the magnetic field strength was held constant at 0.1 T, and the inlet gas species used was 

Argon. Plasma generation and heating were achieved using helicon waves. Electron density   profile, was 



reconstructed through voltage scans conducted with a separate Langmuir probe, which generated the characteristic 

I-V curves. To examine how plasma profiles respond to neutral gas pressure adjustments, we varied the neutral

gas pressure , from 15 to 30 standard cubic centimeters per minute (sccm) in increments of 5 sccm. This

allowed for a controlled parameter scan. The reconstructed plasma profiles for each  are shown in Fig. 2,

with error bars representing the standard deviations of values determined from I-V curve measurements across

multiple trials.

Fig. 2 Electron density profiles 

As shown in Fig. 2, the steepest gradient of  is observed within a radial range of 2–3 cm. This region is 

predicted to host the majority of instabilities, such as drift waves, making it a key focus for our wave vector 

decomposition analysis. In a linear device where the poloidal plane is perpendicular to the axial magnetic field, 

poloidal harmonics are anticipated to play a significant role in driving turbulence. To investigate these harmonics, 

we analyze the cross-phase between two channels in the 10LPA array that are closest to the target radial range, 

enabling the extraction of individual wave vector components. However, a complicating factor arises due to the 

two channels measuring slightly different flux surfaces because of their physical separation. To address this issue, 

it is necessary to construct and solve a linear system. By rotating the 10LPA at an angle , we formulate a linear 

system as follows: 

. 

Here, , ,  and  each represent displacement and the wave vector component in each 

direction, respectively.   refers to a cross-phase at each rotation. Rotating 10  per step, we configure an 

overdetermined system. By adopting least square method and singular value decomposition, the system can be 

solved to resolve each wave vector component as illustrated in Fig. 3. 

Figure 3 illustrates that fluctuations with frequencies below 30 kHz exhibit nearly zero radial wavenumbers 

while showing a linear relationship between the wave number and frequency for both the poloidal and axial 

directions. The poloidal wave number increases as  is raised, while the axial wave number remains constant. 

The origin of these fluctuations is still under investigation and will be addressed in the next phase of this 

collaborative study.



Fig. 3 Wave vector components in each direction 

In conclusion, we present several preliminary findings to enhance the understanding of plasma turbulence using 

PANTA. By rotating 10LPA and measuring the phase difference between two closely spaced channels, an 

overdetermined system of equations was constructed. Solving this system allows us to decompose the measured 

cross-phase into individual wave vector components, which provides the linear characteristics of plasma 

turbulence. Future work will focus on analyzing nonlinear turbulence features and identifying the origins of the 

observed fluctuations. 
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Plasma start-up and sustainment in spherical tokamak configuration by RF 

TAKASE Yuichi   
(Tokamak Energy Ltd., United Kingdom) 

An on-site/on-line hybrid workshop on “Plasma start-up and sustainment in spherical 
tokamak configuration by RF” will be held on 27th and 28th February at Advance Fusion 
Research Center in Research Institute for Applied Mechanics, Kyushu University. The 
proposed agenda is shown below. Lively in-depth discussions were held following each 
presentation. 

Agenda 
27th February AM 

9:20 -9:30  
Yuichi Takase / Hiroshi Idei 
WS purpose and agenda 

9:30 - 10:10 
Yuichi Takase 
Fusion Development at Tokamak Energy 

10:10-10:50 
Felicity Maiden Invited  

Modelling Microwave Start-up in Spherical Tokamaks 

10:50-11:20 
Zhou Junyao 
Plasma start-up using EBWCD on QUEST 

11:20 - 12:00 

Masayuki Ono 
Dual utilization of X-I and O-I ECCD for fully solenoid-free operations for a fusion 
reactor 

12:00-12:40 
Hitoshi Tanaka 
Control parameter mapping for formation of initial closed flux surfaces by ECH in 
LATE 



12:40-13:30 
Lunch 

13:30-14:00 
Hiroshi Idei 
ECH Progress and Plans for QUEST 

14:00-14:30 
Makoto Hasegawa 

Production and control of divertor configuration in QUEST 

14:30-15:00 
Takeshi Ido 
Development of a heavy ion beam probe for turbulent transport studies in QUEST 

15:00-15:10 
Coffee Break 

15:10-15:40 
Yoshihiko Nagashima 
Initial observation of interaction between kHz range turbulent fluctuations and MHz 
range fluctuations in the SOL region of the QUEST spherical tokamak 

15:40-16:10 
Ryuya Ikezoe 
Proposal of RF plugging to solve divertor issues and the first step using toroidal local 
electrodes in a toroidal ECR slab plasma 

16:10-16:50 
Akira Ejiri 
Parameter survey study on the Fusion by Advanced Superconducting Tokamak 
(FAST) 

16:50-17:30 
Aleksandra Alieva 
Overview of the H&CD design for TE-FPP 



Group Photo 
28th February AM 

9:30-10:10 
Roger Raman 
Recommended Three-Year CHI Plan on QUEST and Planned Experiments during Year-
1 

10:10-10:50 
Atsushi Fukuyama 
Recent progress of kinetic full wave analysis of EC waves in QUEST plasmas 

10:50-11:20 
Syunichi Shiraiwa 
Recent application of Petra-M finite element framework for RF heating/current drive 
and space plasmas 

11:20-12:00 
Yusuke Kosuga 
Role of Parallel Velocity Gradient (PVG) turbulence in spherical tokamaks 

12:00-12:40 
Shin Kubo 
Toward the experimental and numerical estimation of the power flux of the electron 
Bernstein wave 

12:40-13:30 

Lunch 

28th February PM 

All suggested focus and output for this joint drafting session 

Drafting of proposals for experiments, diagnosis, and analysis 



Summary of Presentations 

Yuichi Takase 
okamak Energy (TE) is aiming for early commercialization of fusion energy by 

combining the advantages of the low aspect ratio (A) tokamak and high temperature 
superconductor (HTS) coils. In addition to achieving ion temperatures exceeding 100 
million degrees K needed for fusion burn on ST40, we are developing technologies 
needed for fusion reactors. In HTS coil development, we are beginning tests of an HTS 
coil system in the spherical tokamak configuration (Demo4). Is addition to continuing 
fusion-relevant science and technology development, we are actively designing future 
devices, including a fusion neutron source and a fusion pilot plant. TE is involved in the 
FAST Project in Japan as an international design and technology partner. FAST is 
intended to demonstrate long-pulse fusion burn, power and particle exhaust solutions, 
fuel cycle, compact high-field magnet system, as well as development and testing of 
blanket modules for power conversion and tritium breeding, with the eventual goal of 
demonstrating electricity generation in the 2030s. Low-A tokamaks using HTS coils with 
R0 ~ 2 m and A ~ 2 (FPL < 1 year) are being considered extensively. Bt0 ~ 3 T and Ip ~ 6 
MA can be achieved using the HTS technology developed at TE to produce 50-100 MW 
fusion power and ~ 0.5 MW/m2 neutron wall loading for ~ 1000 sec. TE was awarded a 
design study of a Fusion Pilot Plant (FPP) for integrated test and validations of 
technologies, systems and processes required for commercial fusion energy deployment, 
under the U.S. Milestone Based Fusion Development Program. The FPP will demonstrate 
scalable net power in a fully integrated system. Parameters used as working assumption 
are: R0 = 4.25 m, A = 2, Bt0 = 4.5 T, and Ip = 16 MA. Novel Ip ramp-up and sustainment 
scenarios utilising RF power (EC and IC), bootstrap current, and induction by the CS and 
other poloidal field coils are being investigated. 

Felicity Maiden (Invited) 
Understanding the solenoid-free start-up of tokamaks is critical to successful power 

plant design. Start-up involves the plasma ionisation, initiation of a plasma current and 
current drive until closed flux surfaces are formed and the plasma is confined. This phase 
is different to the flat-top due to the open field lines, additional current drive mechanisms, 
inclusion of ionisation physics and low densities and temperatures. At present, most 
experimental tokamaks start-up with a central solenoid. However, solenoid-free 
microwave start-up has significant advantages for power plants as the microwaves can be 
used for current drive over the duration of the pulse and the technology is relatively robust 
to the harsh conditions. This is particularly attractive for spherical tokamaks like STEP 
with limited space in the centre column for a shielded solenoid. Nevertheless, start-up is 
not well understood. Previous work has interpreted experimental results to propose 
potential mechanisms for the formation of closed flux surfaces. However, there is 
currently no way to predict the time evolution of the current drive and plasma parameters. 
We have developed a novel Fokker-Planck solver Start-Up Modelling of Microwaves In 
Tokamaks (SUMMIT) to simulate microwave start-up in time. SUMMIT accounts for the 
changing field structure from open field lines, along which many particles are lost, to 
closed flux surfaces as well as particle sources due to ionisation, microwave diffusion, 
collisional diffusion and induction. This enables the interaction and relative importance 



of different current drive mechanisms and plasma parameters to be explored as the plasma 
evolves. Detailed comparisons with microwave start-up experiments performed on 
MAST have shown remarkable agreement and explained results not fully understood at 
the time. Particularly, the lost particles are found to play a crucial role in the current drive. 
This new understanding can be used to inform the design of future experiments and power 
plants. 

Zhou Junyao 
Experimental results of X-B mode conversion on HFS injection on QUEST to identify 

the effect of EBWCD and the reconstruction of current density profile in open flux surface 
(OFS) phase are reported. An incident antenna was located 0.17m above the equatorial 
plane of vacuum vessel to inject the X-mode ECW from HFS perpendicularly to the 
magnetic field. The ECW was expected to be converted to EBW at upper-hybrid 
resonance layer, then absorbed near the electron cyclotron resonance layer. A closed flux 
surface (CFS) was successfully formed by applying a magnetic configuration with n-
index=0.35. The direction of EBWCD is decided by BT and BR directions. When the BT 
direction was inversed from counter-clockwise (CCW) to clockwise (CW), the peak of 
measured magnetic flux ,which indicates the concentration of pressure driven current and 
equilibrium EBWCD, moved from top side to bottom side. The plasma current behaviour 
in OFS phase until CFS formed also changed from constant to ramp-up. For further 
investigation, the additional BR was applied to adjust the absorption area for equilibrium 
and anti-equilibrium EBWCD. The results showed that plasma current grew faster with 
the increasing equilibrium area ratio. However, plasma failed to start up when the plasma 
mid-plane was too far away from the antenna or the ratio was smaller than 1. According 
to the plasma density by Thomson scattering, it was considered that ECW was reflected 
between the centre stack and L cut-off in high density. Then the L cut-off disappeared in 
low density and the ECW was converted into EBW at UHR layer and be absorbed near 
ECR layer. An improved current density profile model was used for reconstructing the 
current distribution in OFS phase. The results showed the location of plasma mid-plane 
indeed affected the EBWCD in opposite directions, and larger the equilibrium area ratio, 
larger the equilibrium current. The total EBWCD was estimated by the assumption of 
same pressure driven current under similar configurations. Then the EBWCD efficiency 
about 0.017A/W in OFS phase was obtained. These results indicate that EBWCD played 
a significant role in plasma start-up and can be improved by applying BR to reduce the 
anti-equilibrium current. 

Masayuki Ono 
In the present work, we investigated this densification process where the plasma 

density is increased by a factor of 10 continuously from the low density X-I start-up 
regime to the high density O-I sustainment phase. A relevant question is can either X-I or 
O-I provide adequate ECCD as the plasma density is ramped up with a realistic power
balance. The electrons have several power loss channels.  In addition to the usual
transport losses, there are radiative loses including synchrotron, bremsstrahlung and
various impurity radiations. The radiative losses are relatively well understood, and can
become excessive if the high Z impurity level is too high. In this exercise, we found an
acceptable impurity level for lower Z carbon to be 2.5 %, for higher Z iron to be 2.5x10-



2 % and for very high Z tungsten to be 2.5 x 10-3 % which gives the Z-effective of ~ 2. 
Ions are heated through Coulomb collisions with hotter electrons. The ion temperature 
rise is balanced by the ion transport loss which could be close to ion neo-classical values 
as observed in the NSTX H-mode. The ions thus heated can produce fusion power if the 
50:50 mixture of D-T is used. The resulting fusion alpha-heating power could reach ~ 
100 MW level (or ~ 500 MW fusion power) at the sustainment density which together 
with the available ECH power could balance the electron power loss channels. The H-
mode access appears to be possible with the available ECH plus the fusion a-heating 
power. 

Hitoshi Tanaka 
  In order to find control parameter regions in which the toroidal plasma current 

increases and closed flux surfaces are formed, we produced a toroidal ECR plasma under 
a weak steady vertical field by changing the strength and decay index of the vertical field, 
the injection microwave power Pnet and hydrogen influx H2. There is a minimum and 
a maximum value of the vertical magnetic field strength BvC at which a closed magnetic 
surface (CFS) is formed, and if the vertical magnetic field is too strong or too weak, a 
closed magnetic surface is not formed. As Pnet is increased, the area of formation of CFS 
expands toward higher BvC. It may be because the pressure-driven current increases even 
under strong BvC when Pnet is large, and the modification of poloidal field is enough for 
generation of CFP electrons. When Pnet is large and hydrogen influx is low, the discharge 
terminates in about several tens of msec. It may be because the electrons are much 
accelerated by ECH under low collisionality and the losses along field lines and by 
toroidal drift become significant. As H2 is decreased, the area of formation of CFS 
expands and CFS becomes formed in the case of low Pnet. As decay index is increased, 
the area of formation of CFS expands toward higher BvC. It may be because larger mirror 
ratio for larger decay index cause higher population of trapped electrons which brings 
higher plasma pressure and precession current. 

Hiroshi Idei 
The 8.56 GHz system has mode selectivity on O- and X-mode. Non-inductive plasma 

ramp-up of relatively large-sized plasma is expected with on-axis bulk heating through 
significant single path absorption ( > 15 % as a beam ) in fundamental O-mode scenario. 
In X-mode scenario, efficient current ramp-up is expected due to up-shifted fundamental 
absorption at the inboard side in the low density. Fairly high (40-60 % as beams) were 
obtained at 0.5 - 4 x 1017 m-3 due to fundamental and 2nd harmonic X-mode resonances. 
Since the electrons in wide energy range is in up-shifted 2nd harmonic resonance near the 
axis, simultaneous achievement of high plasma current and high electron temperature is 
expected in the X-mode scenario. The transmission lines are adjusted for O-mode 
excitation. The 1.5 kA plasma current was ramped and sustained with 10 kW O-mode 
waves for 10 sec. 

A new 28 GHz gyrotron system has been prepared. After coil adjustment, the gyrotron 
is set. To avoid stopping the experiments, 2 line system has been considered. The 2 line 
system would be effective for simultaneous achievement of high plasma current ramp-up 
and bulk electron heating with oblique and quasi-perpendicular injections. The 100 kA 
power supply is under development to conduct (inboard) fundamental and (on-axis) 2nd 



harmonic resonance experiments. The efficient plasma ramp-up with on-axis heating is 
expected (as presented in 2021). 

Makoto Hasegawa 
The research demonstrates that achieving a stable divertor configuration across various 

aspect ratios is possible. Further studies are required to analyze PF coil current waveforms 
and refine equilibrium calculations. Additionally, controlling the position of the divertor 
leg remains a challenge that requires further investigation. Lastly, improving vertical 
position control by enhancing feedback mechanisms and stabilizing effects from hot walls 
or vacuum vessels will be a key focus for future work. This study provides valuable 
insights into divertor configuration control, contributing to improved plasma confinement 
and overall fusion performance in spherical tokamaks. 

Takeshi Ido 
An HIBP is being installed for measuring the electrostatic and electromagnetic 

turbulences in QUEST. The required energy for the probe beam ranges from 15 to 50 keV 
for Cs+ at a magnetic field strength of 0.25 T. The 0.5T operation requires 60-200 keV, 
which will require significant modification of the beamline. The observable area covers 
the upper half of plasmas, and the HIBP can be applied to plasmas with the toroidal 
current of up to 150 kA  for 0.25 T operation (and to 300 kA for 0.5 T operation in future). 
The expected signal intensity is sufficient for turbulence measurement in the core region 
when the electron density is up to 1x1019 (m-3), which is higher than the cut-off density 
of ECH in the QUEST tokamak. 

Yoshihiko Nagashima 
In this presentation, preliminary results of scrape-off layer plasma measurements in 

QUEST using newly developed electrode system that can work as a limiter and a 
Langmuir probe.  Measured bulk electron temperature is about 10-20 eV and is 
consistent with preceding works in QUEST. In addition, during inboard poloidal null 
tokamak operations performed with 8.2 GHz or 28 GHz RF source, signs of 
correlations/interactions between low frequency floating potential spikes/fluctuations and 
MHz range fluctuations were detected using the electrode system. 

Ryuya Ikezoe 
RF plugging at divertor leg using local electrodes was proposed to solve the heat load 

problem of the divertor and to explore the control knob for the mixing ratio of fuel ion 
species. Expected innovative technologies are:  Selective ion species plugging  A 
solution to the fuel dilution problem;  SOL plasma confinement  SOL width 
expansion reduction of heat load  development of new concept, stabilization, neutral 
particle control, etc.;  Suppression of backflow of impurity ions  The coexistence of 
detached diverters and core confinement;  Control of detached plasma  Optimization, 
Stabilization, Control. Towards the demonstration of scientific and technological 
feasibility: RF plugging using local electrodes in a toroidal system  A simple test 
has been started using an ECR slab plasma on QUEST; 24% reduction of ion flux was 



obtained at the initial test. Suppression of impurity ions backflow and control of 
detached plasma  planned and partially started using a linear machine. 

Akira Ejiri 
FAST (Fusion by Advanced Superconducting Tokamak) is a project being proposed as 

a facility for R&D, testing, and to demonstrate integration of systems necessary for a 
Deuterium Tritium (DT) fusion energy reactor. The required specifications for FAST are: 
DT fusion power of 50-100 MW, neutron wall loading of 0.3-1 MW/m2, discharge 
duration of about 1000 sec, full-power operation time of about 1000 hrs. Quasi 0-
dimensional parameter survey using hybrid energy confinement times has been conducted 
to find a cost-effective design window. A compact low aspect ratio HTS tokamak with 
NBI can satisfy the requirements of FAST. A cost effective combination of  and 

 are found. To satisfy the requirements  > 0.65 MW/m2 and  > 70 MW. An 
appropriate parameter set is A ~ 2.3, R ~ 2 m, fGW ~ 0.5, ~ 2.3, PNBI ~
50 MW, Device cost ~ $800M (w/o BOP and a first of kind costs). The plasma is NBI-
driven one, and the normalized density and pressure are not so high. 

Aleksandra Alieva 
Tokamak Energy (TE) is developing a pre-conceptual design of the Fusion Pilot Plant 

(FPP) based on a spherical tokamak for the US Milestone-Based Fusion Development 
Program. The auxiliary heating and current drive (H&CD) system is being designed to 
support the fusion plasma parameters achievement and sustainment during the pulsed 
operation of the machine. A solely electron cyclotron (EC) based auxiliary H&CD system 
is being considered for the flat-top phase of proposed plasma scenarios. For the analysed 
scenarios current profiles consist of the auxiliary current and bootstrap one. Hence, for 
the non-inductive current drive during this phase, it is crucial to find the most efficient 
system layout in terms of EC current drive efficiency . To do so, a parametric scan was 
done via ray-tracing modelling. This work presents the comparison of results obtained for 
three plasma designs, highlighting the main observed dependencies on a launcher setup, 
choice of frequency, and wave polarisation. It is shown that O mode polarisation provides 
high EC current drive efficiencies  among all plasma radii. Furthermore, a reliable 
current ramp-up phase is still being developed, exploring additional H&CD approaches 
that could be compatible with a FPP design. 

Roger Raman 
Full (or nearly full) non inductive current startup and current ramp up is yet to be 

demonstrated on any tokamak. With the recent successful demonstration of Transient CHI 
startup on QUEST using a reactor-relevant electrode configuration, combined with the 
capability for high power non-inductive current drive systems on QUEST, during the next 
two to three years, QUEST is well positioned to be the first device to demonstrate this 
major capability for the development of the ST concept. The three-year plan outlined 
below would permit QUEST to make significant progress towards achieving this 
significant goal thereby being the first device to influence the future path of the ST and 
Tokamak reactor development programs worldwide. Major elements of the plan are: 
Assess the maximum transient CHI generated closed flux current potential on QUEST; 



Using a suitable high closed flux current discharge with low electron density, heat it using 
induction and ECH; Using the best discharges developed during YRs-1 and 2, ramp the 
current up using induction and then using a combination of non-inductive current drive 
methods conduct a first test of non-inductive current ramp-up of the CHI target plasma; 
Good wall conditions are needed to obtain low electron density, low resistivity plasmas 
for current ramp-up; Obtain between shot partial pressure data for gases and test hot-wall 
capability for CHI; Hydrogen GDC and Ti-gettering systems could be deployed for low 
cost and would enormously benefit CHI and other plasma operations on QUEST. 

Atsushi Fukuyama 
In order to describe kinetic response of electron cyclotron (EC) waves in 

inhomogeneous plasmas, integral forms of dielectric tensor have been introduced.  For 
plasmas with Maxwellian velocity distribution functions, plasma dispersion kernel 
function (PDKF) and plasma gyro kernel function (PGKF) describes parallel and 
perpendicular motion of charged particles.  The O-X-B mode conversion of EC waves 
in QUEST plasmas has been described in 1D and 2D models on horizontal plane. 
Extension to the analysis in poloidal cross section is under way.   

Syunichi Shiraiwa 
The plasma dielectric models used in the Petra-M finite element framework is 

discussed. Petra-M implements three dielectric models with different physics 
complexities. Cold plasma model has been applied in the wide variety of wave simulation 
problems, including fusion plasmas, space plasmas, and plasma thrusters. This model is 
also used in RF sheath calculations in NSTX-U and WEST using the entire 360 degree 
torus. Local-K plasma model is more recently development, which allows to use the 
dielectric response of Maxwellian plasmas. These two models both approximate the 
dielectric response as a local response. Therefore, the spatial dispersion and kinetic 
waves physics is not captured. To address this issue, we are also developing non-local 
dielectric model. Our approach is to utilize a rational approximation of uniform plasma 
dielectric tensor and to transform it to a vectorial dielectric response operator. The 
operator acts on the dielectric current, and therefore, the resultant equation becomes a 
couple partial differential equations for the electric field and the dielectric currents. 
Although started from a unform plasma theory, the resultant operator allows for 
computing the non-local dielectric response expressed as a convolution integral without 
explicitly forming an operator for the convolution. We discussed the derivation of 
dielectric operator and application to the 1D EBW mode conversion problems. Then, we 
discussed the application of 2D wave problem for the lower hybrid waves, ICRF minority 
heating, and O-X-B mode conversion. Simulation results are qualitatively reasonable and 
captures wave physics expected for each simulation problems. These results are 
promising, opening the possibility to extend a hot plasma wave simulation model in large 
complicated 3D problems in future. 

Yusuke Kosuga 
Parallel velocity gradient (PVG) driven turbulence arises from an instability driven by 

the inhomogeneity of a flow along the magnetic field. It has been argued that PVG can 



arise in toroidal plasmas, especially when there is a strong drive of parallel flows (or 
approximately, toroidal flow). These include, but not limited to, NBI driven plasmas, 
plasmas with a transport barrier, plasmas in the scrape off layer (SOL). This talk describes 
a physical picture behind PVG turbulence, based on the results obtained from experiments 
on PANTA and theoretical modeling. Linear analysis provides relevant mode features, 
including the threshold for excitation, asymmetric fluctuation spectrum in the axial mode 
number, large level of parallel velocity fluctuation, etc. These are used to identify the 
excitation of PVG in PANTA. Once PVG is excited, PVG results in the relaxation of 
parallel velocity profile, while the density profile is peaked. This coupled evolution can 
be described in a unified manner by using entropic evolution. PVG may be excited in 
spherical tokamaks, since equilibrium return flows in ST are strong in the high field side 
of the collisional edge plasmas. In particular, impurities can be typically in this regime, 
and the parallel flow shear associated with impurity flows can be a source of driving PVG 
turbulence in STs. 

Shin Kubo 
Scattering measurement is the powerful diagnostic method to measure the excited 

density fluctuation by the injected RF power. In particular, the electron Bernstein wave 
(EBW) is the electro-static and the density fluctuation is directly connected to the 
fluctuating electric field in the plasma. Since the wavelength of the EBW is the order of 
Larmor radius, high frequency in the range of 0.5-1 THz is required for the scattering 
source. HCN laser (337 m/890 GHz) is now introduced in the QUEST for a scattering 
source and detection system is under construction. Optical vortex heating that might 
propagate over cutoff density is proposed and first trial was performed in the LHD 
without appreciable effect yet. The miter bend mirror to excite optical vortex will be 
optimized for the next chance. In both scattering and optical vortex propagation 
estimation, we are developing extended quasi optics code in which local para-axial 
approximation is used taking the first order wavenumber derivative of dielectric tensor. 



Photos 
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1 Introduction

Impurities in tokamak plasma introduce several deleterious effects on the overall performance of the

devices. A large amount of impurities can dilute the fuel and reduce the rate of fusion reactions.

Furthermore, one of the most immediate effects is the loss of radiated power, which leads to lower

plasma temperatures. For example, impurity ions such as oxygen and carbon, originating from

the tokamak vessel, strongly cool the plasma near the edge. However, excessive edge cooling

destabilizes the plasma and leads to plasma disruption, which can severely damage the wall and

other structures [1]. On the other hand, metal ions from the plasma-facing components, such

as tungsten, can travel farther from the edge and cause significant radiation in the core. This

prevents the plasma from reaching a high enough temperature for ignition. Hence, the concentration

of impurities should be minimized. For a tokamak with a divertor configuration, the impurities

should be pumped away near the divertor; otherwise, they will accumulate in the vessel. Despite

the downside effects of impurities, the radiation of plasma impurities nevertheless has some helpful

consequences. Injection of noble gases such as argon or neon is intentionally used to increase

radiation in the edge region of the plasma. A well-controlled amount of these seeded impurities

helps to disperse the plasma power exhaust over wider surface areas and reduce the temperature

in front of the plasma-facing components.
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2 Model Equations

To dynamically model the SOL and divertor plasma, one may reduce the complexity of the problem

by considering only the transport along a magnetic field line. Instead of using a 1D or 2D transport

model, one can focus on the relevant physical quantities of the plasma at specific points along the

field line. The simplest model is the so-called two-point model, which considers only two points:

the upstream (or stagnation point) and the target point. However, the two-point model does not

account for asymmetric transport. A five-point model was originally proposed by Hayashi-san

to study thermoelectric instability. It can also be used to model the dynamic response of SOL-

divertor plasma during an ELM crash, which may induce thermoelectric instability and large SOL

currents [2]. The model also only considers the transport of hydrogenic species without explicitly

including impurities. In this work, we first describe the five-point model. The impurity transport

will be solved in the background of the hydrogenic species and will be introduced later in this

section.

2.1 The Five-Point Model of Hydrogenic Species

Figure 1: Schematic diagram showing the geometry of the five-point model which considers the
transport along the magnetic field.

The geometry of the five-point model is shown in Figure 1. The model considers the flux tube

closest to the separatrix in single-null or double-null plasmas. The flux tube is divided into four
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regions. The fluid equations are integrated and reduced to a set of nonlinear algebraic equations

with physical variables at the five positions:

1. the stagnation point (0) where the parallel ion flow velocity equals to zero.

2. the upstream throats of the inner divertors (uA)

3. the upstream throats of the throat divertors (uB)

4. the sheath entrance of the inner divertors (sA)

5. the sheath entrance of the outer divertors (sB)

Here, the total length of the SOL is LSOL = la + lb. The two divertor legs are assumed to have the

same length (Ldiv).

2.1.1 Continuity Equation

Figure 2: Geometry of the five-point model.

The magnetic field line in these regions can simply be straightened to describe the transport

along the parallel direction (z), see Figure 2. The continuity equation is written as:

∂n

∂t
+

∂Γz

∂z
= S, (1)

where n is the particle density, Γz is the particle flux, and S is the particle source or sink term.

One can then integrated along the field line from the upstream throat A to the the upstream
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throat B:

∫ z=lb

z=−la

∂n

∂t
dz +

∫ z=lb

z=−la

∂Γz

∂z
dz =

∫ z=lb

z=−la

S dz (2)

LSOL
∂n0

∂t
+ (ΓuB + ΓuA) = S0LSOL (3)

Rearranging the equation, we then found

LSOL
dn0

dt
= −ΓuB − ΓuA + S0LSOL, (4)

where we assume that LSOL ≡ la + lb is the total length of the SOL. ΓuA and ΓuB are the particle

flux along the field line towards the throats A and B, respectively. The particle source rate S0

is due to the radial diffusion from the core into the SOL and is a function of radial particle flux

Γr. The value of Γr is assumed to be uniform on the last closed flux surface. We can write

S0 =
∂Γr

∂r
=

∂

∂r

(
Φsep

Ssep

)
≈ Φsep

λrSsep
, where Ssep is the the separatrix surface area, Φsep is the rate

of the total particles from the core to the SOL, and λr is the characteristic width of the SOL. The

values of Ssep,Φsep, and λr must be provided as input variables.

Considering the continuity in the divertor region B, and integrating from z = LSOL to LSOL +

Ldiv, it is found that

∫ z=LSOL+Ldiv

z=LSOL

∂n

∂t
dz +

∫ z=LSOL+Ldiv

z=LSOL

∂Γz

∂z
dz =

∫ z=LSOL+Ldiv

z=LSOL

S dz (5)

Ldiv
∂nsB

∂t
+ (ΓsB − ΓuB) = SBLdiv (6)

Rearranging the equation, we then obtain

Ldiv
dnsB

dt
= ΓuB − ΓsB + SBLdiv. (7)

Likewise, considering the continuity equation on the other side of the divertor region, we obtain

Ldiv
dnsA

dt
= ΓuA − ΓsA + SALdiv. (8)

Here, the particle source SA,B is computed from the particles reaching the divertor plate: SA,B =
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ηrΓsA,sB

Ldiv
, where ηr is the recycling coefficient. ΓsA and ΓsB are the particle fluxes at the sheath

entrances A and B, respectively. They are given as ΓsA,sB = nsA,sBCsA,sB, where the sound speed

CsA,sB =

√
Te + 3Ti

mi
.

2.1.2 Parallel Momentum Equation

Figure 3: Geometry of the divertor.

The parallel momentum equation in the SOL and divertor regions is written as:

∂

∂t
(minv) +

∂

∂z

(
P +minv

2 − η
∂v

∂z

)
= 0 (9)

Integrating from z = 0 to z = lb + Ldiv:

mi

∫ z=lb+Ldiv

z=0

∂

∂t
(nv) dz︸ ︷︷ ︸

1

+

∫ z=lb+Ldiv

z=0

∂

∂z

(
P +minv

2 − η
∂v

∂z

)
dz︸ ︷︷ ︸

2

= 0. (10)

Consider the integration of the first term 1 and write Γ = nv:

mi

∫ lb+Ldiv

0

∂

∂t
(nv) dz = mi

(∫ lb

0

∂Γ

∂t
dz +

∫ lb+Ldiv

lb

∂Γ

∂t

)
dz (11)

=
milb
2

∂ΓuB

∂z
+

miLdiv

2

(
∂ΓuB

∂t
+

∂ΓsB

∂t

)
, (12)

where we assume that ∂Γ/∂t linearly increases in each region, as we integrate along the z direction.

For simplicity, one may approximate that the the flux at the divertor plate is proportional to the

the flux at the divertor throat, i.e. ΓsB = RΓuB, where R is the particle flux amplification factor.
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Thus term 1 can be finally written as (from Eq.12):

1 = mi

∫ lb+Ldiv

0

∂

∂t
(nv) dz =

milb
2

∂ΓuB

∂z
+

miLdiv

2

(
∂ΓuB

∂t
+R

∂ΓuB

∂t

)
(13)

=
mi

2
(lb + (1 +R)Ldiv)

∂ΓuB

∂t
. (14)

For the second term ( 2 ) of Eq.10, we can assume that the viscosity is negligible, i.e. η ≈ 0:

2 =
(
P +minv

2
)∣∣lb+Ldiv

0
(15)

= (P |z=sB − P |z=0) +
(
minv

2|z=sB −minv
2|z=0

)
(16)

= nsB (Te,sB + Ti,sB)− n0 (Te,0 + Ti,0) + nsB (Ti,sB + Te,sB) (17)

= −n0 (Te,0 + Ti,0) + nsB (2Te,sB + (1 + g)Ti,sB) , (18)

where minv
2|z=0 = 0 at the stagnation point. The term minv

2|sB ≈ minC
2
s = min ·(gTi + Te) /mi,

where g is the degrees of freedom. From Eq.10, we finally obtain:

mi

2
(lb + (1 +RB)Ldiv)

dΓuB

dt
= n0(Te,0 + Ti,0)− nsB (2Te,sB + (1 + g)Ti,sB) (19)

Likewise, we can write the parallel momentum in the other side of the SOL as:

mi

2
(la + (1 +RA)Ldiv)

dΓuA

dt
= n0(Te,0 + Ti,0)− nsA (2Te,sA + (1 + g)Ti,sA) (20)

2.1.3 The Energy Transport Equation

The energy transport equation for the electrons is written as

3

2

∂

∂t
(nTe) +

∂Qe

∂z
= −J

∂φ

∂z
+We,SOL. (21)

Integrate the above equation from uA to uB, we then obtain

3

2

dn0Te0

dt
= −Qe,uB −Qe,uA − J(φuB − φuA) + (We0 +We,eq,0)LSOL, (22)
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where We0 is the energy source and depends on the heat flux from the core, We0 =
Qe,sep

λT · Ssep
. The

equipartition energy is given by We,eq,0 =
3

2
n0

Ti,0 − Te,0

τeq,0
In the divertor region (from z = uB to sB), the electron energy transport equation becomes:

3

2

dnsBTe,sB

dt
= Qe,uB −Qe,sB − J(φuB − φsB) + (We,B +We,eq,B)LSOL. (23)

Likewise, the equation in the other side of the divertor region can be written as:

3

2

dnsATe,sA

dt
= Qe,uA −Qe,sA − J(φuA − φsA) + (We,A +We,eq,A)LSOL. (24)

In the same way, we can write it for the ions:

3

2

dn0Ti0

dt
= −Qi,uB −Qi,uA + (Wi0 +Wi,eq,0)LSOL, (25)

where Wi0 = We0, and Wi,eq,0 = −We,eq,0. For the divertor region, we have

3

2

dnsBTi,sB

dt
= Qi,uB −Qi,sB + (Wi,B +Wi,eq,B)LSOL, (26)

and

3

2

dnsATi,sA

dt
= Qi,uA −Qi,sA + (Wi,A +Wi,eq,A)LSOL. (27)

The upstream heat flux including both conductive and convective fluxes is given by:

QeuA,B = Qjeff ±
(
5

2
+ α

)
TeuA,B

J

e
+

5

2
TeuA,BΓuA,B (28)

and

QjuA,B = Qjeff +
5

2
TeuA,BΓuA,B, (29)

where the subscript j denotes the electrons and ions.
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2.2 Modelling of Impurity Production and Transport

2.2.1 Continuity Equations of Impurities

The dynamic five-point model can be extended to explicitly describe impurity production and

transport in the tokamak edge region. This task can be achieved by considering the multi-fluid

equations of impurity species. Upon considering an impurity species with atomic number Zmax,

the continuity equation of the jth charge state, j = 1, ..., Zmax, can be written as [1, 3]:

∂nj

∂t
= −∂njvj

∂z
− ∂Γ⊥

j

∂x
+ nj−1αj−1 − nj(αj + βj) + nj+1βj+1 + S, (30)

where mZ is the impurity mass, nj is the impurity density of the jth charge state, vj is the parallel

component of velocity, uj is the perpendicular component, αj = ne〈σv〉jion and βj = ne〈σv〉jrec
are the ionization and recombination rate coefficients, respectively, vH is the velocity of hydrogen

species, and τj is the impurity-hydrogen collision time. S denotes the particle source rate. Note,

in this section, that z is assumed to the direction along the field line, and x is the perpendicular

(radial) direction. Γ⊥
j is the impurity flux from the core. For simplicity, we further assume the

impurity temperature to be equal to the hydrogen temperature, i.e. TZ = Ti = TH , and the pressure

pj = njTH .

For the typical plasma edge, the temperature is less than 100 eV, and the density is between 1018

and 1021 m−3. The recombination of the impurity ions can be ignored. Neglecting the perpendicular

fluxes and integrating equation 30 in the SOL region (z = −la to z = lb) yields:

LSOL
dnj,0

dt
= −Γj,uB − Γj,uA + LSOL (nj−1,0αj−1,0 − nj,0αj,0 + Sj,0) , (31)

where Sj,0 is the impurity source rate.

One can also integrate equation 30 in the divertor regions (z = uA,B to z = sA,B):

Ldiv
dnj,sA

dt
= Γj,uA − Γj,sA + Ldiv (nj−1,sAαj−1,sA − nj,sAαj,sA + Sj,sA) , (32)

8



and

Ldiv
dnj,sB

dt
= Γj,uB − Γj,sB + Ldiv (nj−1,sBαj−1,sB − nj,sBαj,sB + Sj,sB) . (33)

Here, the ionization rate coefficients αj which is a function of the electron temperature can

be taken from the Open Atomic Data and Analysis Structure (Open-ADAS), specifically from

ADF07 (electron impact ionization coefficients), https://open.adas.ac.uk/adf07. Likewise the

recombination rates can also be computed using Open-ADAS data.

2.2.2 The Parallel Momentums of Impurities

The momentum equation for impurities is written as:

∂(mZnjvj)

∂t
= −∂(mZnjv

2
j )

∂z
− ∂(mZnjvjuj)

∂x
− ∂pj

∂z
−mZnj

(
vH − vj

τj

)
+mZ [nj−1vj−1αj−1 − njvj(αj + βj)− nj+1vj+1βj+1] , (34)

Integrate Equation 35 from z = 0 to the divertor plate of each side, one obtains:

∫ lb+Ldiv

0

∂

∂t
(mZnjvj)dz︸ ︷︷ ︸
A

= −
∫ lb+Ldiv

0

∂

∂z

(
mZnjv

2
j + Pj

)
dz︸ ︷︷ ︸

B

−
∫ lb+Ldiv

0

∂(mZnjvjuj)

∂x
dz︸ ︷︷ ︸

C

−
∫ lb+Ldiv

0
mZnj

(
vH − vj

τj

)
dz︸ ︷︷ ︸

D

+

∫ lb+Ldiv

0
mZ [nj−1vj−1αj−1 − njvj(αj + βj)− nj+1vj+1βj+1] dz︸ ︷︷ ︸

E

,(35)

Consider the first term on the left hand side ( A ):

A =

∫ lb+Ldiv

0

∂

∂t
(mZnjvj)dz =

mZ

2
(lb + (1 +Rj)Ldiv)

d

dz
Γj,uB. (36)
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note that this integration is similar to Equation 14. Consider term B :

B =

∫ lb+Ldiv

0

∂

∂z

(
mZnjv

2
j + Pj

)
dz (37)

=
(
mznjv

2
j + Pj

) ∣∣∣∣lb+Ldiv

0

(38)

=

(
mznjv

2
j

∣∣∣∣
lb+Ldiv

−mznjv
2
j

∣∣∣∣
0

)
+

(
Pj

∣∣∣∣
lb+Ldiv

− Pj

∣∣∣∣
0

)
(39)

= nj,sBTH,sB + (nj,sBTH,sB − nj,0TH,0) (40)

= −nj,0Tth,0 + 2nj,sBTH,sB, (41)

where we approximate that

∣∣∣∣∣mznjv
2
j

njTH

∣∣∣∣∣
∣∣∣∣
0

≈
∣∣∣∣∣ vjvHj

∣∣∣∣∣ � 1 with vHj =

√
TH

mz
[3].

The second term ( C ) on the right-hand side of Equation 35 is assumed to be negligible in

this simple derivation. In more realistic model, this radial momentum diffusion term should be

included if the information of the impurity flow from the region inside the LCFS is provided, i.e.

Γ⊥
j = njuj = −Dj

⊥
∂nj

∂y
.

Consider the third term ( D ):

D =

∫ lb+Ldiv

0
mZnj

(
vH − vj

τj

)
dz (42)

=

∫ lb

0
mZnj

(
vH − vj

τj

)
dz +

∫ Ldiv

lb

mZnj

(
vH − vj

τj

)
dz (43)

Let us assume that τj ≈ τ for all impurities species j.

D =
mz

τ

[∫ lb

0
njvHdz −

∫ lb

0
njvjdz +

∫ Ldiv

lb

njvHdz −
∫ Ldiv

lb

njvjdz

]
(44)

=
mz

τ

[
1

2
(nj0vH0 + nj,uBvH,uB)− lb

2
Γj,uB +

1

2
(nj,uBvH,uB + nj,sBvH,sB)

−Ldiv

2
(Γj,sB + Γj,uB)

]
(45)

=
mz

τ

[
nj0vH0

2
+

nj,sBvH,sB

2
+ nj,uBvH,uB +

1

2
(lb + (1 +R)Ldiv) Γj,uB

]
(46)

Consider the last term ( E ) of Equation 35. We can use the same trick by separating the

integration into two interval, i.e.

∫ lb+Ldiv

0
. . . dz =

∫ lb

0
. . . dz +

∫ Ldiv

lb

. . . dz and assuming Γj,sB =
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RΓj,uB, where R is the amplification flux factor. For example, integrating the first term of E will

lead to

E1 =

∫ lb+Ldiv

0
mznj−1vj−1αj−1dz (47)

= mz

[∫ lb

0
nj−1vj−1αj−1dz +

∫ Ldiv

lb

nj−1vj−1αj−1dz

]
(48)

= mz

[
lb
2

(
αj−1,0���

≈ 0
Γj−1,0 + αj−1,uBΓj−1,uB

)
+

Ldiv

2
(αj−1,uBΓj−1,uB + αj−1,sBΓj−1,sB)

]
(49)

= mz

[
lb
2
αj−1,uBΓj−1,uB +

Ldiv

2
(αj−1,uBΓj−1,uB +Rαj−1,uBΓj−1,uB)

]
(50)

=
1

2
(lb + (1 +R)Ldiv)mzαj−1,uBΓj−1,uB (51)

Thus the integration term of E can be written as

E = mz (lb + (Rj + 1)Ldiv) (αj−1,uBΓj−1,uB − αj,uBΓj,uB) (52)

After integrating Equation 35, we finally obtain:

mZ

2
(lb + (Rj + 1)Ldiv)

dΓj,uB

dt
= nj,0TH,0 − 2nj,SBTH,SB

+
mZ

τj

[
1

2
nj,0vH,0 +

1

2
nj,sBvH,sB +

mZ

2
(lb + (Rj + 1)Ldiv) Γj,uB

]
+mz (lb + (Rj + 1)Ldiv) (αj−1,uBΓj−1,uB − αj,uBΓj,uB) . (53)

The impurity-flux amplification factor is defined as Rj ≡ Γj,sB/Γj,uB. The other equation on the

other side can be obtained by changing subscript uB to uA. In this analysis, the parallel velocity

of the main ion vH is unknowns, but it can be obtained by an appropriate model for the main-ion

dynamics [1]. Likewise, we can write similar equation for the transport in the other side of the

divertor by replacing the subscript uB to uA.

In order to close the system for the impurity density, we need an equation for the impurity neu-

trals n0. For simplicity, the angular distribution of sputtered ions and the recombination processes

will be neglected. Assuming that the impurity neutrals are emitted in the direction normal to the
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plate, we can write [3]:

v0n̂ · 
∇n0 = −α0n0, (54)

where n̂ denote a normal vector. Integrating this equation yields

n0 = n0pe
−z/λ0 , (55)

where λ0 = v0/α0 is the mean free path of the neutrals for ionization, and n0p is the density at the

target plate. Note that λ0 is a weak function of a distance through the electron density, however,

it is assumed, for sake of simplicity, to be constant.

The neutral flux at the plate can be obtained by requiring that the neutrals are emitted via

sputtering processes:

Γ0p =

⎛
⎝YHΓH,p +

zmax∑
j=1

YjΓj,p

⎞
⎠ sinΘ, (56)

where ΓH,p is the hydrogen flux at the plate, YH is the sputtering yield from hydrogen, and YS is the

self-sputtering yield [4]. For simplicity, the impurity neutrals are assumed to have thermal velocity

vz =
√
2Tneutral/mZ . The impurity atoms are born with a constant temperature Tneutral = 2 eV.

Once ΓH,p and Γj,p are known, the neutral densities at the target plate and at a distance z can be

determined.

Finally, in principle, the impurity density (nj) and particle flux (Γj) of each charge state at

each location along the SOL and divertor (equations 31 - 53) can be numerically determined by

using standard numerical techniques such as the Runge-Kutta or Euler method.
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3 Equation Summary

The transport equations of the hydrogenic species can be summarized as follows.

LSOL
dn0

dt
= −ΓuB − ΓuA + S0LSOL, (57)

Ldiv
dnsB

dt
= ΓuB − ΓsB + SBLdiv, (58)

Ldiv
dnsA

dt
= ΓuA − ΓsA + SALdiv, (59)

mi

2
(lb + (1 +RB)Ldiv)

dΓuB

dt
= n0(Te,0 + Ti,0)− nsB (2Te,sB + (1 + g)Ti,sB) , (60)

mi

2
(la + (1 +RA)Ldiv)

dΓuA

dt
= n0(Te,0 + Ti,0)− nsA (2Te,sA + (1 + g)Ti,sA) , (61)

3

2

dn0Te0

dt
= −Qe,uB −Qe,uA − J(φuB − φuA)

+(We0 +We,eq,0)LSOL, (62)

3

2

dn0Ti0

dt
= −Qi,uB −Qi,uA + (Wi0 +Wi,eq,0)LSOL, (63)

3

2

dnsBTe,sB

dt
= Qe,uB −Qe,sB − J(φuB − φsB)

+(We,B +We,eq,B)LSOL, (64)

3

2

dnsATe,sA

dt
= Qe,uA −Qe,sA − J(φuA − φsA)

+(We,A +We,eq,A)LSOL, (65)

3

2

dnsBTi,sB

dt
= Qi,uB −Qi,sB + (Wi,B +Wi,eq,B)LSOL, (66)

3

2

dnsATi,sA

dt
= Qi,uA −Qi,sA + (Wi,A +Wi,eq,A)LSOL. (67)
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The equations for the impurity species are as follows: here, j = 1, 2, 3, ..., zmax denotes the

ionization states.

LSOL
dnj,0

dt
= −Γj,uB − Γj,uA + LSOL (nj−1,0αj−1,0 − nj,0αj,0) , (68)

Ldiv
dnj,sA

dt
= Γj,uA − Γj,sA + Ldiv (nj−1,sAαj−1,sA − nj,sAαj,sA) , (69)

Ldiv
dnj,sB

dt
= Γj,uB − Γj,sB + Ldiv (nj−1,sBαj−1,sB − nj,sBαj,sB) , (70)

mZ

2
(lb + (Rj + 1)Ldiv)

dΓj,uB

dt
= nj,0TH,0 − 2nj,sBTH,SB

+
mZ

τj

[
1

2
nj,0vH,0 +

1

2
nj,sBvH,sB +

mZ

2
(lb + (Rj + 1)Ldiv) Γj,uB

]

+mz (lb + (Rj + 1)Ldiv) (αj−1,uBΓj−1,uB − αj,uBΓj,uB) , (71)

mZ

2
(lb + (Rj + 1)Ldiv)

dΓj,uA

dt
= nj,0TH,0 − 2nj,sATH,sA

+
mZ

τj

[
1

2
nj,0vH,0 +

1

2
nj,sAvH,sA +

mZ

2
(lb + (Rj + 1)Ldiv) Γj,uA

]

+mz (lb + (Rj + 1)Ldiv) (αj−1,uAΓj−1,uA − αj,uAΓj,uA) . (72)

4 Algorithm

The impurity transport model can be coupled with the original five-point model to predict the

densities and temperatures of both hydrogenic and impurity species. This combined model shall be

named the SOL module. The SOL module can then be integrated into the main plasma simulation

for the core region as follows (see Figure 4):

• At each time step, the main simulation numerically solves the plasma dynamics in the core
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Figure 4: Algorithm for solving the extended five-point model.

and provides the particle and heat fluxes to the SOL module.

• In the SOL module, the original five-point model is first solved using the classical Runge-

Kutta method (RK4), yielding the densities and temperatures at specific points along the

field line.

• Assuming that the impurity ions share the same temperature as the main ions, the impurity

transport model is then solved to determine the densities of the impurity species.

• These impurity densities are returned to the core simulation, updating the boundary condi-

tions for the next time step.
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5 Preliminary Results

Figure 5: Case 1: Low particle and heat fluxes. The figures show the time evolution of the plasma
densities (n0, nsA, nsB), temperatures (Te0, Ti0, Te,sA, Te,sB, Ti,sA, Ti,sB), particle and heat fluxes
(ΓuA, ΓuB, ΓsA, ΓsB), and impurity densities of different charge states (nj) at different locations.

In the present work, we have developed a computer code using Fortran programming to solve

the dynamical equations for the densities and temperatures in the core, the scrape-off layer (SOL),

and the divertor regions, as described in the previous section. This model requires the geometry of

the SOL and divertor regions, the particle flux from the core, and the heat flux from the core as

input information. The user must also specify the type of main plasma ions and impurity species.

To demonstrate the usability of the code, we have assumed that the characteristic lengths of the

SOL and divertor regions are LSOL = 100 m and Ldiv = 4 m, respectively. Protons are assumed to

be the main plasma ions, and carbon is assumed to be the impurity species. We further assume that

the particle flux from the core linearly increases from 2.0×1022 s−1 to 3.2×1022 s−1 within 0.1 ms,

and the heat flux similarly increases from 2.0 MW to 2.2 MW within 0.1 ms. Figure 5 illustrates the

electron densities, electron temperatures, ion temperatures, particle fluxes, heat fluxes, impurity

densities, and impurity particle fluxes at each location.

In Figure 6, similar plots are shown, but higher values of the particle and heat fluxes are
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Figure 6: Case 2: High particle and heat fluxes. The figures show the time evolution of the plasma
densities (n0, nsA, nsB), temperatures (Te0, Ti0, Te,sA, Te,sB, Ti,sA, Ti,sB), particle and heat fluxes
(ΓuA, ΓuB, ΓsA, ΓsB), and impurity densities of different charge states (nj) at different locations.

assumed. It is found that the densities and temperatures of the main plasma ion species increase.

The impurity densities also rise due to the higher sputtering yield.

6 Summary and Future Work

We have successfully extended the five-point model to include the effects of impurities in the SOL

regions. The model consists of 11 + 5Z dynamical equations, which can be numerically solved

using the classic Runge-Kutta method. The model requires geometric information of the SOL and

divertor regions, as well as the types of the main plasma ions and impurities, and their initial

values as input. A Fortran program has been developed to simulate the dynamics of the plasma

in the SOL and divertor regions based on this model. It allows us to compute the evolution of the

densities and temperatures at each location along the SOL and divertor regions. Note that this

model assumes that the impurities have the same temperature as the main plasma ions.

In future work, we plan to extend the model to simulate the SOL plasma in the detached regime,

where high recycling fluxes occur near the divertor targets. To couple the extended 5-point model
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to the transport calculations in the core region, we will implement a new module for the TASK

code, namely TASK/SOL, which is based on this model. Validation of the model with experimental

data or other simulation codes will be conducted.
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Introduction 
The ability to sustain long-pulse steady-state plasma operation is a fundamental requirement for realizing 
commercial fusion energy in the near future. Both the QUEST and EAST tokamaks possess the 
capability to sustain plasma long-pulse steady-state operation, making them invaluable experimental 
platforms for advancing related research. One of this year’s primary collaborative research efforts 
focuses on deepening the understanding of power balance in long-pulse steady-state plasmas. The 
research emphasizes two key aspects: (1) utilizing diagnostic data combined with code simulations to 
calculate the heat load on non-water-cooled plasma-facing components (PFCs), ultimately achieving 
over 90% measurement of injected power during long-pulse discharges on EAST; and (2) performing a 
power balance analysis and comparison of long-pulse I-mode discharge #106915 and H-mode discharge 
#122254 on EAST, based on detailed heat load data. 

Another major collaborative research project this year is ‘Prediction of PF Coil Currents from Plasma 
Configuration Based on Deep Neural Networks’, explores the integration of artificial intelligence with 
experiment plasma configuration control. The recent experimental objective of QUEST is plasma 
discharge with a divertor configuration, and this study aims to support that goal. By employing deep 
neural networks (DNN), a relationship is established between the plasma configuration parameters and 
the currents of individual PF coils. This approach enables the rapid determination of the required PF coil 
currents for a target configuration during experiments, making it a promising tool for configuration 
control in fusion devices. 
I plan to visit QUEST building from March 13rd to March 20th, I will make some detailed discussions 
with Prof. Hanada and other RIAM colleagues. 

Recent results in 2024-2025 
The calorimetric diagnostic measures the heat load on PFCs during discharges by detecting the 
temperature of the PFC cooling water. This method avoids indirect measurement, providing accurate and 
reliable heat load data, making it a critical diagnostic system for power balance research. However, 
during the 1056 s discharge #106915, the cooling water temperature curves obtained from the 
calorimetric diagnostic became complex. This complexity arises because, in the EAST device, the 
cooling water flows in a closed loop, and the cooling tower cannot cool the water temperature back to its 
initial value after just one cycle. Therefore, when the discharge duration exceeds the cooling water 
circulation time, the heat carried by the water flowing out of EAST during the second cycle includes the 
total heat from cooling the PFC in the second cycle, as well as part of the heat from cooling in the first 
cycle. This situation complicates the cooling water analysis. To address this issue, a two-step correction 
method has been proposed: time calibration and data calibration. 
After data correction, calorimetric diagnostic data can be used for heat load analysis in kilosecond-scale 
discharges. However, for non-water-cooled PFCs, the calorimetric method cannot be applied for heat 
load measurements. Instead, the Heat flux Engineering Analysis Toolkit (HEAT) code is utilized to 
simulate the heat flux and radiation on these PFCs, enabling the estimation of heat loads. By combining 
calorimetric diagnostics with code simulations, approximately 90% of the injected power can be 
measured, which is an important achievement in EAST. Figure 1 shows the distribution of PFC modules 
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in EAST, where only module F is non-water-cooled. Figure 2 presents the radiation distribution across 
various PFCs obtained using the HEAT simulation. Table 1 provides a comparison of power balance for 
discharge #106915 and #122254. The total radiation was measured using bolometer diagnostics. It can 
be observed that for both discharges, the proportion of heat loads on the upper and lower divertors to the 
injected power is approximately the same, around 70%. However, the radiation percentage in H-mode is 
roughly twice that in I-mode. A more detailed power balance analysis is currently underway. 
 

 

Figure 1. The distribution of PFC modules in EAST. 
 

   
Figure 2. The radiation distribution across different PFCs simulated by the HEAT code. 
 
Table 1. The power balance analysis between discharge #106915 and #122254. 

Shot number 106915 122254 

Mode I H 

The heat load and proportion on the following PFCs (MW) 

Module A 0.38  (28.30 %) 0.51 (18.45 %) 

Module B 0.57  (41.98 %) 1.38  (49.75 %) 

Module CDE 0.19  (13.95 %) 0.53  (19.04 %) 

Main limiter Unmeasured 0.01  (0.33 %) 
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Radiation on Module F (simulation) 0.04  (3.58 %) 0.16 (5.82 %) 

Total injected energy (MJ) 1428.34 1130.77

Radiation 11.36 % 20.68 % 

All known energy 87.80 % 93.39 % 

A tokamak confines plasma using magnetic fields. Optimizing the plasma magnetic configuration is 
critical for enhancing plasma performance and stability. The plasma configuration is primarily governed 
by a set of poloidal field (PF) coils, making it essential to determine the current settings for each PF coil 
(IPF) based on the target plasma configuration prior to the experiment. In this study, we developed a 
DNN model capable of accurately and efficiently predicting IPF set for a given target plasma 
configuration. The dataset for the model were QUEST various equilibrium, which generated using a 
newly developed equilibrium calculation code. Comprehensive testing and evaluation revealed highly 
satisfactory performance of this model. Additionally, fine-tuning the IPF 35-1 can further reduced the strike 
point error. Figure 3 presents an example of good diverter configuration prediction. It can be observed 
that the predicted configuration aligns well with the original configuration. 

Figure 3. An example of good prediction. (a) the original configuration, (b) the predicted configuration. 

Discussions 
This year’s collaborative research continued to focus on the long-pulse steady-state operation of plasmas 
and achieved significant results in two parts: (a) combining calorimetric diagnostic data with code 
simulations to achieve about 90% of the injected power measurement during EAST discharges, (b) 
conducting detailed power balance analysis of long-pulse I-mode and H-mode discharges. These studies 
contribute substantially to advancing the long-pulse steady-state operation of plasmas. 
This research was conducted by Dr. Wang Yunfei, with whom I engaged in numerous productive 
discussions. This work marks the first successful measurement of approximately 90% of the injected 
power on EAST, which holds great importance for analyzing the deposition locations of injected energy, 
mitigating localized heat loads, optimizing discharge heating schemes, and conducting in-depth power 
balance studies. The calorimetric diagnostic data correction method proposed in this research enables the 
effective use of calorimetric diagnostics for heat load analyses in kilosecond-scale discharges. The 
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findings lay a solid foundation for the long-pulse steady-state operation of future fusion devices. 
Furthermore, the detailed comparative analysis of power balance in long-pulse I-mode and H-mode 
discharges provides critical insights into exploring confinement modes suitable for future fusion devices. 
Additionally, we explored the integration of machine learning into the field of fusion research, yielding 
promising results. This part of the study was also performed by Dr. Wang Yunfei. This study introduces a 
comprehensive methodology for predicting the IPF set required for achieving a target plasma 
configuration, leveraging a deep neural network (DNN). The process involves constructing a plasma 
configuration dataset using equilibrium calculation codes, optimizing the PF coil arrangement, and 
developing a DNN-based prediction model. The proposed DNN model utilizes configuration feature 
points as input and outputs the corresponding IPF set necessary to realize the desired configuration. This 
approach is entirely code-driven and device-independent, making it particularly advantageous for the 
design and validation of PF coils and plasma configurations before device construction. Currently, the 
model is limited to predicting IPF sets for up-down symmetric configurations. Future work will focus on 
expanding the dataset to include configurations such as single-null divertors, enhancing the model's 
applicability. Compared to traditional methods, the DNN model offers significantly faster computation 
and has the potential to be integrated into plasma control systems. This integration could enable direct 
control of plasma configurations, replacing the conventional indirect control methods reliant on IPF sets. 
During the coming visit stay, I will have more detailed discussions with Prof. Hanada and Prof. Ido 
under this international joint research frame. And we will make new co-proposals in the next EAST 
experimental campaign. We will continue to study the power balance (particle balance) estimation in 
steady state operation (SSO) plasmas on QUEST and EAST. 
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Functional dependency of phase transitions on the heating frequency of a
helicon discharge (1 24NU-8)

N. Fahrenkamp
Institute of Physics, University of Greifswald,

Felix-Hausdorff-Str.6, 17489 Greifswald, Germany

I. AIM

The primary objective of this report is to extend the analysis of our previous PANTA experiments and
to integrate new insights into helicon plasma behavior with the upcoming experimental enhancements
on VINETA. In 2023, our work at RIAM on the PANTA device established a detailed picture of plasma
flow patterns, mode transitions, and the influence of radio-frequency (RF) heating on plasma density,
see the report of 2023. The high ionization rates of helicon discharges and their heating mechanism
are not understood to this day. A key piece to this understanding is the dispersion relation of the
propagating wave. Effects of the dispersion relation also relate to a rarely studied parameter of the wave,
its frequency. The existence of a critical magnetic field Bc as postulated by Kwak et al. [1] was the
research topic of Stefan Knauer in 2023. Going beyond the work of Kwak we furthermore look for a
dependency of Bc on the heating frequency frf . PANTA allows us to study the influence of the frf on
a helicon discharge, which is and will not be possible for us in our helicon plasma device VINETA in
Greifswald. In addition to the dependence of Bc on frf , another topic of open research is the question
in which way phase transitions of the discharge modes depend on frf , too. To increase the insight of the
scientific community into these topics we measured plasma discharges at PANTA with varying magnetic
fields, pressures, heating powers and heating frequencies to derive a dependency for the mode transitions
in 2023.The current study revisits these findings by refining the power-law dependencies observed in the
E, H, and W operational modes and by examining the interplay between RF frequency and magnetic field
strength. Additionally, preparations are underway to incorporate advanced diagnostic equipment into the
VINETA experiment at Greifswald — a development made possible through our continued collaboration
with RIAM. This equipment, arriving in February together with guest from RIAM with the support of
our grant, is expected to significantly enhance our ability to compare and contrast plasma phenomena
between the two devices.

II. SCIENTIFIC CREDENTIALS, THE E-H-W MODE TRANSITIONS

Helicon plasmas are known to exhibit three distinct modes of operation: the capacitive mode (E-mode),
the inductive mode (H-mode), and the helicon-wave sustained mode (W-mode) with very high densities.
In [2] critical densities are proposed, observed with a double loop antenna (m = 0). The transition
between E and H-modes should occur when the skin depth δ is equal to the half radius of the Pyrex
tube [3]. Similarly a minimum density depending on the magnetic field strength is necessary to observe
the first longitudinal helicon-wave mode. At higher magnetic field strength the critical density for the
H-W transition is higher and at higher frf the critical density for the H-W transition is lower [4]. This
relation is linear in theory, but somewhat less pronounced in experiments. Our previous investigations
on PANTA revealed that, under low-power conditions, the plasma operates in the E-mode with a square-
root dependence on absorbed RF power, whereas at higher powers the W-mode emerges, marked by a
pronounced step in the density profile. In the 2023 report, these transitions were quantified by fitting
the central plasma density using power laws and Gaussian profiles, providing a robust framework to
estimate the critical densities at the mode transitions. The extended analysis further demonstrates that
the transition between these modes is strongly influenced by both the RF driving frequency and the
applied magnetic field. In particular, our preliminary findings indicate that higher RF frequencies lead to
a reduction in the critical density required for the transition into the W-mode. Moreover, the relationship
between the magnetic field strength and plasma density is not strictly linear; rather, a non-monotonic
behavior is observed near the lower hybrid resonance, suggesting a complex interplay between wave
dispersion and plasma confinement.



III. EXPERIMENTAL SETUP

The experiments conducted in 2023 utilized the PANTA device [5], a linear magnetized plasma appa-
ratus with a length of approximately 4.05 m and a diameter of 45 cm. A homogeneous axial magnetic
field of up to 150 mT is generated by Helmholtz coils, and the plasma is initiated using a double loop
helicon source with a typical cylindrical radius of 5 cm. Langmuir probe diagnostics and additional probe
measurements (floating potential, ion saturation current) were employed to acquire detailed measure-
ments of the plasma density and flow patterns. These measurements allowed for the identification of the
distinct E-, H-, and W-mode regimes and the determination of the critical densities associated with each
transition.

For 2024, while no new data could be acquired from Japan, our analytical efforts have been redirected
towards an in-depth reanalysis of the 2023 dataset. In parallel, significant upgrades are being planned
for the VINETA experiment at Greifswald. VINETA operates on similar principles to PANTA, and the
arrival of new diagnostic instrument — brought by our RIAM colleagues — will facilitate comparative
studies, see figure 1.

FIG. 1: New Components brought by our RIAM colleagues. Consisting of ceramic tubing, metal probe
materials, screw-drivers, soldering equipment, and cables and connectors

The enhanced setup on VINETA will allow us to extend the parameter scans to include a broader range
of magnetic fields, gas pressures and RF powers thereby providing an opportunity to test the universality
of the helicon dispersion relation and to further explore mode transition dynamics.

IV. RESULTS

The reanalysis of the 2023 PANTA data has yielded several significant insights. Detailed examinations
of the central plasma density as a function of absorbed RF power confirm the presence of three distinct
discharge modes, see figure 2.

In the low-power E-mode, the density scales approximately with the square root of the RF power [6].
For the H-mode density increases linearly with rf power [7] while in the high-power W-mode, a step-like
increase in density is evident. Fitting the data with power-law models has refined our estimates of the
critical densities at the H-W transition [2], revealing that these thresholds are strongly modulated by
both the RF frequency and the magnetic field strength.

Furthermore, our extended analysis, see figures 3 and 4 indicates that increasing the RF driving fre-
quency tends to lower the critical density required for a transition into the W-mode. This behavior can
be attributed to the effect of helicon-wave dispersion, where higher frequencies enhance the efficiency of
energy coupling into the plasma. Additionally, the observed non-monotonic behavior of plasma density
near the lower hybrid resonance—where the electron temperature and transport dynamics undergo no-
table changes—further supports the hypothesis that resonant phenomena play a key role in the mode
transition process.

The forthcoming integration of new diagnostic tools into VINETA is expected to complement these
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FIG. 2: Central density vs. absorbed power at two different magnetic field strengths and heating
frequencies. The background pressure was 0.2 Pa.

FIG. 3: The maximum plasma density in the center of the discharge and the width of the fitted radial
distribution over magnetic field strength. The displayed line represents the lower hybrid resonance for

varying magnetic field strength

findings. By enabling measurements and extending the range of operational parameters, the VINETA
upgrades will allow us to systematically investigate the similarities and differences between the plasma
behavior in PANTA and VINETA. This comparative approach is anticipated to provide deeper insights
into cross-field transport, turbulence characteristics, and the overall stability of helicon discharges.

V. CONCLUSION

Although the planned 2024 trip to Japan was not realized, our research has advanced significantly
through the comprehensive reanalysis of the 2023 PANTA data and the preliminary evaluation of helicon-
wave effects on plasma mode transitions. The refined understanding of the critical density dependencies on
RF frequency and magnetic field strength lays a solid foundation for future experimental investigations.
The upcoming arrival of new diagnostic equipment at the VINETA facility represents a crucial step
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FIG. 4: The maximum electron temperature in the center of the discharge and the width of the fitted
radial distribution over magnetic field strength. The displayed line represents the lower hybrid

resonance for varying magnetic field strength

forward in our collaborative efforts with RIAM. With enhanced measurement capabilities, we are poised
to expand our experimental possibilities, validate theoretical models of helicon wave propagation, and
further elucidate the underlying physics governing the E, H, and W discharge modes.

Our future work will focus on integrating the upgraded VINETA diagnostics with continued compara-
tive studies, ultimately advancing the scientific community’s understanding of helicon plasma generation
and its practical applications in industrial and space propulsion systems.
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Introduction 
Steady state operation (SSO) of tokamak plasma is one of the basic requirements for future fusion 
reactors. Long pulse high beta operation is one of important missions for ITER. Joint study long 
pulse high beta discharges in SSO plasma research field on QUEST and EAST is strongly 
supporting ITER experiment from both experience and theory. In 2024, we focus on the ELM 
penetration in ITB plasma on EAST tokamak and some potential comparison with similar 
phenomenon with QUEST device. 
I plan to visit QUEST building from March 13rd to March 20th, I will make some detailed 
discussions with Prof. Hanada and other RIAM colleagues.

New results in 2024-2025 
The penetration of edge localized mode (ELM) into internal transport barrier (ITB) plasma has been 
studied on the EAST tokamak with flat central safety factor profile q(0) ~ 1 recently. The 
experiment indicates that when the ELM inward penetration radius reaches to the ITB foot region, a 
significant influence on the ITB plasma is manifested, leading to the shrinking or collapse of the 
ITB on the EAST tokamak. Observations suggest that the onset of large ELM penetration, which 
extremely reduces the pedestal temperature and density, can trigger the collapse of the ITB, by 
means with the off-axis sawtooth on EAST tokamak. The off-axis sawtooth events contribute to a 
further decrement in the core stored energy after a bigger ELM crashes in the pedestal region. The 
reversal surface of the off-axis sawtooth is situated around the ITB foot. The delay time between 
ELM penetration reached to ITB foot and the followed off-axis sawtooth collapse is about 2~3 ms. 
It is also found that the shrinking and expanding of ITB is related with the net heating power. The 
mechanism of ITB collapse from ELM penetration to the off-axis sawtooth triggered is not clear yet. 
It also found that the shrinking and expanding of ITB is correlated with the net heating power. 
Further studies in simulation are needed, and the boundary and pedestal integration module for the 
BOUT++ code is under development. 

Acknowledgement and comments: 
Work supported by the international joint research at the Joint Usage of Research Centers for 
Applied Mechanics for 2024. I would like to thank our host, Professor K. Hanada. We hope that the 
international joint research at the Joint Usage of Research Centers for Applied Mechanics could 
continue to enhance China-Japan cooperation on fusion plasma research in the future.   
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Report of international collaboration 2024NU-12 between RIAM 
and IGVP in FY2024: High power mm wave transmission line 

technology for advanced fusion devices 

Mr. Dr. Carsten Lechte 

Introduction: The MQIV diplexer developed at IGVP is a fast switch, power combiner, and mode 
filter for megawatt power 170 GHz millimeter waves using a Fabry-Perot resonator in a compact box 
design that is vacuum capable and can be directly interfaced with the 63.5 mm ITER ECRH 
waveguides which are available at QST. The device has 2 input and 2 output ports, which are 
connected as shown in Fig. 1. Our technical partners at TNO in the Netherlands have designed and 
built a fast mechanical tuning control unit for the device that is also vacuum-compatible.  

Fig 1: Diplexer integration into the test stand at QST. The input power is provided by a gyrotron. 
Both outputs are terminated by water-cooled dummy loads. 

Previous high-power tests have demonstrated the switching capability of the device, but also 
highlighted problems with arcing and stray radiation. Both are believed to have been fully addressed 
in 2023. 

After preparations in February 2024, high power tests at QST were performed in October 
2024. 

Arc mitigation: The mirror surfaces had been put into a “known-good” state with a galvanically 
deposited copper layer on the 4 surfaces of the main resonator, which were then re-machined back to 
the design shape. However, continuous low-level arcing was observed during all high-power tests. 

Mechanical switching control: The promise of the fast mechanical tuning is to make the resonant 
frequency of the diplexer follow the gyrotron frequency evolution, and to compensate for any 
thermal detuning of the device. Fig. 2 shows the measured output frequency of the gyrotron source. 
The frequency changes by about 40 MHz. For comparison, the resonance of the diplexer is about 20 
MHz wide, which makes it necessary to shift the resonance frequency of the diplexer in real-time. 
This is achieved by moving one of the resonator mirrors by fractions of a millimeter, thereby 
changing the length of the beam path in the resonator. 
The requirements for tuning are less stringent if the goal is to keep the output in the non-resonant 
port all the time, since the distance between resonances is several 100 MHz. 



Results: Fig. 3 shows a 5 second pulse of 200 kW with mechanical tuning to follow the frequency 
chirp of the input and putting ideally 100% of the power into only the resonant output. The pulse 
length was only limited by the temperature rise of the uncooled diplexer mirror surfaces.  
The real-time frequency measurement shown in Fig 3 (bottom) is used for feed-forward control of 
the mirror position, shown in Fig 3 (top). 
As can be seen in Fig. 3 (middle), the power fraction going into the resonant output is >90% except 
in the first second. The two signals are not on the same scale, so they do not add up to a constant. 
Furthermore, the power signals are quite noisy, which is why they are not at the moment used for 
feedback.  
Throughout the pulse, a level of arcing was observed on the coupling gratings by means of a camera 
looking through one of six plexiglas viewports. The light level was steady and increased when the 
diplexer was in resonance. After the campaign, the mirror surfaces were inspected and superficial 
traces of the arcing were found. 

Summary: Successful high-power tests of the diplexer were performed at QST. Full mechanical 
control was sustained for a 5s pulse with varying frequency, during which the power was kept in the 
resonant output port. 

Fig. 2: Frequency spectrogram of the gyrotron output. After about 1s, thermal equilibrium of the 
resonant cavity is reached and the frequency stablizes. 



Fig. 3: The 5s shot with power going into the resonant output. Top: Position of the tuning mirror, 
middle: power fraction in resonant and non-resonant port, bottom: measured frequency signal used 
for feed-forward. 



Fig. 4: The inside of the diplexer, viewed through the hole of the fixed resonator mirror, which was 
removed. 
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PLATO Tokamak startup experiments utilizing flux ropes 

JongYoon Park (Seoul National University, Seoul, South Korea) 

In plasma physics, a magnetized plasma column is referred to as a flux rope. This simple 
plasma structure is commonly observed on the Sun [1] and is widely utilized in plasma physics research, 
spanning from fundamental studies on ideal instabilities [2] to fusion research [3]. This study aims to 
employ flux ropes to initiate and drive plasma currents in the PLATO tokamak. To achieve this, a device 
capable of generating flux ropes with various plasma parameters (such as current, voltage, density, and 
temperature) under different external conditions (vacuum or plasma) within PLATO in a stable manner 
is required. To address this need, I designed an arc plasma gun [5] similar to those used in VEST at 
Seoul National University and PEGASUS at the University of Wisconsin [6]. The development of this 
arc plasma gun was successfully completed in 2023 through the RIAM 2023 International Joint 
Research program. This year, the primary objective is to install the arc plasma gun inside PLATO and 
commission it under various magnetic field configurations. The final goal is to utilize the arc plasma 
gun to drive plasma currents.  

Figure 1. (Left) Developed plasma gun for PLATO during 2023 RIAM international joint research, 
(Right) Me and the gun delivered to PLATO team 

Research Activities 

Unfortunately, during the 2024 joint research year, the first step of the research plan—the 
installation of the arc plasma gun inside PLATO—could not be carried out due to the maintenance of 
the power system for the magnetic field and the absence of a vacuum system in PLATO. Instead, 
discussions were held regarding the optimal locations for the arc plasma gun. Following this, based on 
the operational results of the arc plasma gun at VEST and the similarities in coil configuration, the 
initial magnetic field calculations were conducted. 

The most promising locations for the arc plasma gun were selected based on feasible 
operational scenarios in PLATO. The possible operations include: 1)Pre-ionization: Arc seed plasma 
for ohmic discharge, 2) Non-inductive current drive: Helicity injection, 3) Combined 
operation: Integration with ohmic heating. 

Two locations capable of supporting all three operational modes were chosen, as shown in Fig. 
2. The first location is #1 Lower-Corner at (R, Z) = (0.67, -0.41), and the second is #2 Lower-Mid at
(R, Z) = (0.87, -0.32). It should be noted that depending on the magnetic field strength and direction,
these locations may be adjusted to Upper-Corner or Upper-Mid positions. Additionally, the gun holder
was designed and developed by the PLATO team in collaboration with me, as illustrated in Fig. 3.



Subsequently, magnetic field calculations were performed using the VEST field calculation 
code, which is written in MATLAB. As previously mentioned, the calculation locations and 
configurations were determined by scaling PLATO’s coil locations in reference to VEST. For instance, 
the actual outer PF coil position in PLATO closely resembles that of VEST, making it feasible to 
perform field calculations. The results are presented in Fig. 4. The selected magnetic field configuration 
corresponds to a successfully operated scenario for DC helicity injection in VEST (Shot #35964). 

 

                            

Figure 2. Two possible locations of arc plasma gun       Figure 3. Developed Gun Holder for PLATO 

 

Figure 4. The field following calculation for (Left) Location #1, (Right) Location #2. 

  

Discussion 

The magnetic field profiles for the two selected locations have been successfully calculated 
for PLATO. The results indicate that both seed plasma generation and startup for Ohmic operation are 



feasible in PLATO. The field-following results presented in Fig. 4 are highly promising, particularly in 
terms of the formation of the current sheet. 

However, the placement of the plasma gun cannot be determined solely based on calculations, 
as it will have significant implications for future applications. Therefore, experimental validation is 
required. One key difference between VEST and PLATO is the device size; VEST, as a spherical torus, 
has a shorter major radius. Since the operation of the plasma gun is highly dependent on its positioning, 
unlike in VEST, the gun in PLATO will be placed near the outer wall. Consequently, the precise 
selection of the gun's location and the configuration of vacuum magnetic fields will be critical tasks for 
the next phase of research. 
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Kinetic ux rope formation and relaxation on PANTA 

Young Dae Yoon, Asia Paci c Center for Theoretical Physics 

This report details activities conducted between Kyushu University and Dr. Young Dae Yoon 
of Asia Paci c Center for Theoretical Physics. There have been two main research activities, 
namely the participation in POSTECH-Kyushu Joint Workshop, and Dr. Yoon’s visit to Kyushu 
University to probe the possibility of reviving the laser-induced uorescence diagnostics on 
PANTA.  

1. Dr. Yoon participated in the POSTECH-Kyushu University Joint Workshop on Probe
Diagnostics, held at POSTECH during 7-9 January 2025. This workshop involved
several talks regarding diagnostics methods, including talks by Drs. Gunsu Yun of
POSTECH, Chanho Moon of Kyushu University, Sooseok Choi of Jeju National
University, and Kil-Byoung Chai of Korea Atomic Energy Research Institute. Some
other participants included Dr. Andreas Bierwage of QST and Dr. Gyunjin Choi of
KAIST. Fruitful discussions were had, including opportunities for collaboration.

2. Dr. Yoon also visited Kyushu University during the 20-26, January, 2025. He toured
various devices such as PANTA and QUEST. He also examined the laser-induced

uorescence diagnostics on PANTA and operated the laser up until ber coupling.
Next steps would be to ber-couple the laser and set up collection optics for the
diagnostic to be fully functional.
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Three-dimensional electromagnetic particle-in-cell simulation for the instabilities in 
the magnetized plasmas 
Haejune Lee, Hanshin Cheong 

Department of Electrical Engineering, Pusan National University, Busan 609-735, Korea 

1) Introduction
Plasma parameters ( i.e, electron temperatuere, plasma density, plasma potential, larmor radius etc.. )are most

important factor for plamsa physics and charged particle dynamics in magnetically confined plasmas. PANTA device

provides an optimized experimental environment with linear cylindrical geometry of magnetized plasma and multiple

diagnostics to study the plasma physics. For example, plasma density flcutuation and turbulence as plasma shear

effect and ETG mode are generated in linear plamsa device by magnetic field(axial B-field). So, plasma diagnostics

already investigated using Langmuir probe array, Ball-pen probe, Tomson scatter, Tomography and so many other

electrical devices. These measuring instruments are very powerful tools for studying plasma dynamics and plasma

turbulence in a steady state. Simulations are a powerful tool for studying the causes of perturbations or turbulence in

a plasma through real-time charged particle dynamics that change with a very small time step. Overall, we will

compare the results of the experiments and simulations to understand the instability and plasma dynamics inside the

actual magnetised plasma.

2) Method
First of all, our goal is to implement the geometry and source of the cylindrical plasma device in the simulation

domain. To solve the numerical error problem of the simulation that occurs near r = 0 in the cylindrical coordinate

system, the entire system uses the Cartesian coordinate system. In order to implement the effect of the curved surface

of the actual device in the simulation, geometry was implemented using the Ghost Fluid Method (GFM) technique[1].

Next, the magnetic field was set to a constant in the z-direction. This is because, although there is actually a slight

error, the Helmholtz coil method is used to obtain a nearly uniform value. The plasma in the source part is a form of

helicon plasma using a magnetic field, and the implementation of this part is technically quite difficult, so we first

assumed that the particles (electrons and ions) would have a Gaussian distribution in the axial direction and proceeded

with the simulation. The Maxwell velocity distribution was also used for the velocity distribution. In order to reflect

the actual plasma entering the chamber, the flux and density distribution of electrons and ions in all the spaces where

the source and the vacuum chamber part of the PANTA are connected are required. Therefore, we will discuss this

little more with Professor. Chan-ho Moon. The inner wall of the chamber is ground, so particles that hit the boundary

surface outside the simulation area (r 7.5cm) are removed using a method to prevent the plasma density from 

increasing infinitely.  



3) Result
To compare whether the data from the PIC simulation is similar to the experimental results from the PANTA device,

we needed plasma data measured by the probe. We conducted the experiment based on the understanding of the probe 

analysis system, ballpoint pen probe, and probe array that Professor. Chan-ho Moon taught us last time. Figure 1 

shows the values for the PANTA experiment measured by HanShin Cheong. 

Fig.1 Result of plasma density profile by Ball-pen probe(left) and electron temperature by Ball-pen probe(right). 

Figure 1 shows the plasma parameters, electron and ion densities, and electron temperatures measured with the 

Ballpen probe. The density of electrons shows a slightly different trend than that of ions, with the relatively lighter 

electrons showing a hall-profile rather than a Gaussian distribution at the center compared to ions. This can be 

expected to be due to the induced electric and magnetic fields inside the plasma, which drive electrons outward near 

the center and inward near r=1-2 cm, resulting in density peaks in regions other than the center, which are affected 

by shear. 

Fig.2 Result of r-direction plasma density profile by PIC simulation, B = 1500G (left) and B = 2000G (right). 

The results of the simulation also show similar results. In Fig.2 , the stronger the magnetic field, the more the region 

where the density deviates from the normal Gaussian distribution is pushed outward, but it is located in a region 

similar to that shown in the experimental results. It is necessary to compare the data values by conducting experiments 

with density distribution in the r-direction from various angles and at a slightly finer interval to see whether the shear 



effect affects the formation of plasma density by reducing the speed of the ExB drift affected by the strength of the 

magnetic field. 

Fig.3 Result of x-y domain plasma density distribution by PIC simulation 

As is well known, the distribution of plasma density due to the magnetic field is shown as rotating clockwise. This 

indicates that the results of the simulation are somewhat reliable. However, it is necessary to further study the effect 

of the density distribution shown in Figure 3 on the depressed area. 

4) Future work
In the future, we plan to conduct international joint research with Kyushu University's RIAM to study the nonlinear

turbulent characteristics and plasma dynamics of helicon plasma using the PANTA device. In addition This study was 

conducted in a 2-D simulation, but in the future, the scope will be expanded to include 3-D simulations to see the 

effects in the z-direction. Ultimately, we plan to simulate the environment as close as possible to the device by 

implementing a plasma source using the plasma flux value entering the PANTA vacuum chamber. After that, we will 

study the shear effect and turbulent characteristics through changes in the plasma potential and electromagnetic field 

values calculated from the simulation, and continue to study the causes of plasma turbulence in linear devices and 

plasma dynamics through comparisons with the papers previously published by Professor. Chan-ho Moon. 

References. 
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Theoretical modeling of slug dynamics in proxy SOL plasmas 

Gyungjin Choi 

Department of Nuclear Engineering, Seoul National University, Seoul 08826, Republic of Korea 

 

SOL turbulence physics is a topic of emerging interest in both science and engineering points of view, as recently 

addressed advanced tokamak operation scenarios contain turbulent pedestals. The finite level of turbulence at the 

turbulent pedestal spreads out to the SOL region, and thus significantly increases radial heat diffusion, resulting 

in wider SOL width and divertor heat flux distribution. However, while experimental and simulation studies on 

SOL turbulence have been done continuously, analytic theory developments for SOL turbulence are rare. 

Therefore, we conducted joint international research between SNU and RIAM toward the final goal of 

experimental validation of developed analytic theory using the linear plasma device PANTA. 

Our strategy is to extensively utilize an analogy among tokamak SOL plasma, PANTA plasma, and pipe flow, all 

of which shared the property of streaming inflow. In addition, the SOL region is usually not far from the marginal 

stability of turbulence, either subcritical or supercritical. This is like the case of pipe flow, where we routinely 

observe puff and slug structures that are symptoms of near-turbulence-marginality. Specifically, we realized that 

the momentum equation model for the pipe flow can be readily applied to tokamak SOL and PANTA plasmas. 

 

where  is the turbulence intensity,  is the mean flow velocity,  is the normalized stochastic noise and  

and  are the collisional diffusivity and viscosity. The issue is how to determine the turbulence spreading speed 

  and the potentials   and  . We find that the simplest theoretical modeling for these is 

,  and . 

 Then, to examine the model in real world for an iterative model development, we performed plasma experiments 

and diagnosed turbulence in PANTA. The k- and -spectra of turbulent fluctuation have been obtained where the 

information of turbulence wave velocity is contained, utilizing rotatable ten-channel Langmuir probe array. 

 

In the future collaboration, we are going to compare the drift wave propagation and turbulence spreading using 

the current model and the PANTA data, and improve theoretical model based on this experimental data analysis. 



23



 

 

 

 
 

 

 

 

 

1)



2)

3)

 



24



Diffusion characteristics of dopants in GaN for enhanced III-nitride 
semiconductor technology

Pawel Kempisty, Institute of High Pressure Physics PAS

In 2024, our collaboration within the International Joint Research Program focused on two main topics. The 
first was the development of an atomic configuration optimization method and its validation using two-
dimensional materials. This method is also expected to be applicable for optimizing dopant atomic 
configurations in GaN. The second was the investigation of the microscopic mechanism of donor dopant 
migration in GaN using first-principles calculations.

[TOPIC-1]  
Objective: Hexagonal boron-carbon-nitride (h-BCN) is a graphene-like material where the atomic 
configuration strongly affects its bandgap. Understanding and optimizing stable configurations is essential for 
electronic applications. This study combines first-principles calculations with Bayesian optimization (BO) to 
efficiently explore energetically favorable atomic arrangements.  
Methodology: A major challenge is the combinatorial explosion of possible configurations. To address this, a 
neighbor-atom encoding scheme was introduced, incorporating local atomic environments to enhance BO’s 
search efficiency. Density Functional Theory (DFT) calculations were used to evaluate the stability of sampled 
structures, and band dispersion calculations were performed to analyze electronic properties.  
Results & Discussion: Two stable stripe-like configurations were identified. The zigzag structure had a 
bandgap of 1.95 eV, while the armchair structure exhibited 1.05 eV, demonstrating the strong dependence of 
electronic properties on atomic arrangement. Principal Component Analysis (PCA) confirmed that BO 
efficiently captured structural features, optimizing the search space. This approach provides a scalable 
framework for exploring 2D materials with machine-learning-driven design. 

[TOPIC-2]  
Objective: Despite the widespread use of silicon as an n-type dopant in GaN, its diffusion behavior remains 
poorly understood, with experimental studies reporting conflicting results. Theoretical investigations on Si 
diffusion are scarce, particularly regarding vacancy-mediated mechanisms and crystallographic orientation 
effects, necessitating a detailed first-principles analysis to clarify the dominant diffusion pathways and 
reconcile experimental discrepancies.  
Methodology: The study employs density functional theory (DFT) to model vacancy-mediated diffusion of Si 
in GaN. The Nudged Elastic Band (NEB) method was used to determine the minimum energy path (MEP) and 
migration energy barrier with high precision. Additionally, phonon calculations were performed to provide 
deeper insight into thermal effects. Next, a detailed estimation of the diffusion coefficient of Si in GaN for 
different crystallographic orientations was made, based on the principles of microscopic transition state theory, 
which describes atomic jumps between lattice sites. 
Results & Discussion: The study confirms that Si diffusion in GaN should be negligible under typical 
conditions, as the energy barriers for this process are relatively high. For vacancy-mediated migration along 



the a-direction, the energy barrier is slightly lower than that for the c-direction, e.g., 3.4 eV vs. 4.0 eV, 
respectively, as shown in Fig. 1. Phonon calculations indicate that these barriers slightly decrease at high 
temperatures, but by no more than 0.3 eV. Therefore, even considering a high vacancy concentration (e.g., 
10¹  cm-3) required for this process, the diffusion coefficient is expected to be very low - specifically, lower 
than 10-14 cm²/s for temperatures below 1500°C. Other diffusion schemes yield even lower diffusion 
coefficients, as the migration energy barriers are significantly higher. For example, in the direct Si-Ga swap 
mechanism, the barrier height exceeds 12 eV. This theoretical description of diffusion is fully consistent with 
recent findings from UHPA annealing experiments following Si ion implantation into GaN, where no silicon 
diffusion beyond the implantation region was detected. 

Measurable effects of participation in the programme 
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Figure 1. Energy barriers for Si atom vacancy-mediated migration in the metal sublattice of GaN 
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Introduction 
The process of extracting wave energy typically involves three stages (Zhang et al., 2013). The first stage 

involves the wave energy converter, which captures the wave energy and maintains its motion. The second 
stage consists of an intermediate conversion device, which transforms the kinetic energy absorbed by the 
wave converter into usable mechanical energy. The third stage is the power generation system, where 
mechanical energy is converted into electrical energy by a generator. 

Although significant progress has been made in wave energy extraction over the past few decades, along 
with promising prospects for its application, challenges remain, particularly in terms of the relatively low 
conversion efficiency. As a result, considerable efforts have been made to improve the conversion efficiency, 
both mechanically and electrically. Various specialized mechanical devices have been designed and tested in 
preliminary trials. 

However, the potential for increasing wave energy density in coastal areas for wave power generation has 
often been overlooked, since traditional thinking assumes that wave height in these areas is naturally 
determined. Consequently, most efforts have focused on identifying sea areas with high wave energy density 
and enhancing the conversion efficiency of wave energy devices. Paradoxically, the sea areas with the highest 
wave energy densities are typically located far from the coast, making it costly to install the necessary power 
transmission infrastructure. In contrast, shallow coastal regions, which are closer to shore, tend to have lower 
wave energy densities than deeper offshore areas. 

Since the 1980s, extensive studies have been conducted on the water surface waves scattered by 
periodically changing seabed topography, among which the most concerning phenomenon is the so-called 
“Bragg resonant reflection” of the water surface waves (e.g., Davies (1982); Ding et al. (2024); Liu and Cho 
(1993); Mahmoudof and Takami (2022); Ni and Teng (2021); Peng et al. (2019)). When the wavelength of the 
water surface waves is about twice that of the periodically changing seabed topography, most of the incident 
wave energy would be reflected by the periodically changing topography, and hence, the wave energy 
transmitted into the coastline would remarkably decline and the the wave energy at the offshore would 
remarkably increase (Liu et al., 2023; Xu et al., 2023).  

In this study, the coupling interactions between the periodic seabed topography, the harbor, and incident 
irregular wave groups were investigated for the first time. The periodic seabed topography in this article is 
mimicked by sinusoidal bars that have been commonly used in the investigations of the Bragg resonant 
reflection phenomenon (e.g., Fang et al. (2024a, 2024b); Mei et al. (1988); Peng et al. (2019)). Both the 
shielding effect of periodical submerged embankments on the wave field inside the harbor and the wave 
energy reflection/gathering performance of periodical submerged breakwaters for the incident irregular waves 
outside the harbor were discussed. 

Methodology 
Governing equations 

All numerical simulations in this paper are implemented by adopting a fully nonlinear Boussinesq-type 
model, FUNWAVE 2.0, developed at the University of Delaware by Kirby et al. (2003). The finite difference 



scheme is utilized to discretize and solve a set of fully nonlinear Boussinesq equations proposed by Wei et al. 
(1995), and a moving reference level, as performed in Kennedy et al. (2001), is also introduced in this model. 
This numerical model has been extensively utilized to simulate wave propagations, transformations, and 
evolutions from the offshore to the coastal zones in coastal/offshore engineering and oceanography 
communities. 

The control equations of the numerical model can be formulated as 
0,t Mt 0,M  (1)

and 
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, h, and t in the above equations refer to the free water surface elevation, water depth, and time. g refers to 
the acceleration due to the gravity. u  refers to the horizontal velocity vector at a reference elevation z = h 

with = 0.531. =( / x, / y) represents the horizontal gradient vector. The subscript “t” represents the first-
order time partial derivative of various variables.  

The wave-generation method proposed by Chawla and Kirby (2000) is adopted to make the desired 
regular or irregular waves. Sponge layers with sufficient widths are deployed at the ambient boundaries of the 
numerical wave flume to dissipate outgoing waves with various directions and frequencies effectively. With 
significant enhancements in both the wave dispersion and the wave nonlinearity, the FUNWAVE 2.0 model 
has been proven to simulate the propagation and transformation of the water waves from the offshore area to 
the coast zone robustly and accurately (Bruno et al., 2009; Kirby et al., 2003). 

Numerical wave flume 
The numerical wave flume adopted in the present research is illustrated in Fig. 1. As stated earlier, the 

elongated rectangular harbor has plane dimensions of l=20 m × b=2 m. A Cartesian coordinate system (o, x, y, 
z) is defined in the wave flume. Its origin is arranged at the still water level (SWL) and the middle of the
harbor entrance, with the z-axis measured upwards. The positive x-axial direction is consistent with the
propagation direction of the incident wave groups. Because the incident irregular wave groups in the nine
groups have pretty different spatial scales (see Table 1), the length of the computational domain outside the



harbor is not set to a constant. However, each group is set to 12Lp to save computing resources. However, the 
width of the computational domain for each group is always set to 20 m. For the grid size along the x-axial 
direction, a uniform size of x=0.10 m is utilized inside the harbor. In contrast, it gradually rises outside the 
harbor from x=0.10 m at the harbor entrance to x 0.025Lp in the sponge layers. For the grid size along the 
y-axial direction, a uniform size of y=0.20 m is adopted inside and outside the harbor. For each group, the
total simulated time is set to 280Tp, and the time step of t=0.02 s is utilized. Fifty-one wave gauges (i.e., G1-
G51) are arranged along the central line of the harbor equidistantly, and the distance between any adjacent
gauges is 0.4 m. G1 and G51 are deployed at the backwall and the entrance, respectively.

Fig. 1. Numerical wave flume adopted in the current study: (a) the top view, (b) the front view along the 
central line of the tank (taking the bars with N=4 as an example).  

Table 1. Specific parameters of the incident irregular waves and the sinusoidal bars adopted in the simulations 

Group 

Parameters of incident waves Parameters of sinusoidal bars 

fp 
(Hz) 

Tp 
(s)

Lp  
(m) 

Hs 
(m) 

N D/h0 2LB/Lp 

A1 0.180 5.56 1.3 17.02 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
A2 0.180 5.56 3.3 17.02 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
A3 0.180 5.56 10 17.02 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 

B1 0.249 4.02 1.3 12.05 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
B2 0.249 4.02 3.3 12.05 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
B3 0.249 4.02 10 12.05 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 

C1 0.313 3.19 1.3 9.35 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
C2 0.313 3.19 3.3 9.35 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 
C3 0.313 3.19 10 9.35 0.06 0, 2, 4, 6, 8 0.1, 0.2, 0.3, 0.4 0.75 1.25 



Results 
Fig. 2 presents the time series of the free water surface elevations at gauge G1 for the no-bar topography 

(i.e., N=0) and the sinusoidal bar topography with N=4, D/h0=0.4 and 2LB/Lp=1.0 in all the nine groups. There 
are three phenomena that can be easily observed from this figure. Firstly, the wave height at gauge G1 for the 
sinusoidal bar topography with N=4, D/h0=0.4, and 2LB/Lp=1.0 is shown to be lower to varying degrees than 
the corresponding one for the no-bar topography (i.e., N=0) in all the nine groups considered. Secondly, the 
degree of decline in the wave height due to the existence of the sinusoidal bar topography outside the harbor 
entrance in Groups B1–B3 is the most significant when compared with that in the other six groups. Thirdly, as 
the spectral bandwidth parameter, , increases, the degree of decline in the wave height seems to increase
monotonically. This phenomenon is reflected more evidently in Groups A1–A3 and Groups B1–B3.  

Fig. 2. Comparisons of the time series of the free water surface elevations at gauge G1 for the no-bar 
topography (i.e., N=0) and those for the sinusoidal bar topography with N=4, D/h0=0.4, and 2LB/Lp=1.0 in all 
the nine groups. 

To quantitatively describe the phenomena shown in Fig. 2, the time series of the free water surface 
elevations at gauge G1 during the last 200Tp (i.e., t=80Tp–280Tp) for the no-bar topography (i.e., N=0) and 
those for the sinusoidal bar topography with N=4, D/h0=0.4 and 2LB/Lp=1.0 are further analyzed by using the 
discrete Fourier transform techniques. Fig. 3 illustrates the comparisons of the amplitude spectra for the time 
series of the free water surface elevations at gauge G1 for all the cases shown in Fig. 2. Considering that only 
the lowest six resonant modes have a relatively significant amplification factor of the wave height (Fa > 1.5) 
and that only the lowest few resonant modes, under normal conditions, have significantly adverse impacts on 
the dock inundation and the safety of the ships moored in natural harbors (Maravelakis et al., 2021; Yan et al., 
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2023; Zheng et al., 2022), this article only focuses on the influence of the sinusoidal bars outside the harbor 
entrance on the lowest six modes. Higher resonant modes (including the seventh and the higher modes) are 
not considered for the data analyses. 

Fig. 3. Comparisons of the amplitude spectra for the time series of the free water surface elevations at gauge 
G1 for all the cases in Fig. 2. The symbol “Mi” (i=1–6) marks out the i-th resonant mode. 

Two phenomena can be observed in Fig. 3. Firstly, in each group, besides the main resonant mode, the 
other secondary resonant modes are also triggered to varying degrees because of the nonlinear wave-wave 
interactions, no matter whether the sinusoidal bars are deployed or not. Secondly, in all the nine groups, the 
main resonant modes are always the most significantly suppressed when the Bragg resonant reflection occurs 
over the patch of the bars. While for the other five secondary modes, some of them are mitigated (e.g., M6 in 
Groups A1–A3 and M1 in Groups B1–B3), and some are enhanced (e.g., M5 in Groups A1–A3 and M2 in 
Groups C1–C3) to varying degrees.  

Fig. 4 further compares the modal shapes of the lowest six modes simulated by the numerical model and 
the ones predicted by the linear analytical solution of Mei (1983) for Groups A1–A3 under the two conditions 
of the no-bar topography (i.e., N=0) and the bar topography with N=4, D/h0=0.4 and 2LB/Lp=1.0. It is also 
confirmed that under both topographical conditions, all the lowest six resonant modes are indeed triggered by 
the incident irregular wave trains, which is reflected in the phenomenon that all their modal shapes measured 
in the simulations are well consistent with those predicted by the analytical solution. In addition, the main 
resonant mode (i.e., Mode 3) in Fig. 4d–f can be visually found to be significantly suppressed by the Bragg 
resonance phenomenon occurring over the bar topography with N=4, D/h0=0.4, and 2LB/Lp=1.0 as well.  
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Fig. 4. Comparisons between the simulated modal shapes of the lowest six modes by the numerical model and 
the theoretical ones predicted by Mei (1983) for Groups A1–A3. (a)–(c) and (d)–(f) correspond to the no-bar 
topography (i.e., N=0) and the bar topography with N=4, D/h0=0.4 and 2LB/Lp=1.0. 

To further quantify both the effect of the sinusoidal bars on each resonant mode and the overall impact on 
the lowest six modes, the following two parameters are defined:  

G1
*
G1

( )
100% ( 1 6)

( )i
A i

R i
A i

(6)

and 

H H

L L

*
W

f f

f f
R S f df S f df , (7)

where *
G1( )A i  and G1( )A i  denote the response amplitude of the i-th mode at gauge G1 for the no-bar 

topography (i.e., N=0) and that for the sinusoidal bar topography, respectively; S*(f) and S(f) denote the wave 
energy density spectrum at gauge G1 for the no-bar topography and that for the sinusoidal bar topography, 
respectively. fL=0 and fH=0.4 Hz denote the integration's lower and upper-frequency boundaries, respectively. 
Hereinafter, for ease of narration, Ri and RW are called “the mitigation factor of the i-th mode” and “the overall 
mitigation factor of the lowest six modes”, respectively. Obviously, a value of Ri closer to 0 indicates a higher 
mitigation degree for the i-th mode, and a value of RW closer to 0 represents a higher mitigation degree for the 
lowest six modes as a whole (or in other words, the whole resonance of the harbor).  
        Table 2 lists the specific values of both Ri (i=1–6) and RW for all the nine cases with the bar topography 
of N=4, D/h0=0.4, and 2LB/Lp=1.0 shown in Fig. 2. Majority of phenomena presented in the above three 
figures (i.e., Figs. 7–9) are quantitatively embodied in this table. These phenomena include: (1) the main 
resonant modes are always the most significantly depressed compared to the other five secondary modes; (2) 
for the five secondary modes, some are mitigated (i.e., Ri < 100%), and some are enhanced (i.e., Ri > 100%) to 
varying degrees, which depends on the main resonant mode; (3) when the Bragg resonant reflection occurs for 
the fourth resonant mode, the mitigation effects on both the main resonant mode and the whole resonance of 
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the harbor are the most significant compared to those when the Bragg resonant reflection appears for the third 
and the fifth main modes; and (4) the mitigation effect of Bragg reflection on the whole resonance of the 
harbor becomes increasingly significant as the spectral bandwidth parameter, , rises, regardless of the main 
resonant mode.  

Table 2. Specific values of both the mitigation factor of the i-th mode, Ri (i=1–6), and the overall mitigation 
factor, RW, for all the nine cases with the bar topography of N=4, D/h0=0.4, and 2LB/Lp=1.0 shown in Fig. 2. 
The bold data correspond to the mitigation factor of the main resonant mode in each case.   

Group 
Ratios (%) 

R1 R2 R3 R4 R5 R6 RW 
A1 89.78 116.20 42.47 97.15 162.79 77.54 80.09 
A2 86.95 119.80 42.82 100.86 156.83 56.27 70.21 
A3 83.61 124.81 43.28 106.50 151.02 40.76 58.95 
B1 76.77 119.38 97.40 28.48 103.20 94.45 75.92 
B2 76.86 110.19 94.77 28.68 102.96 96.55 64.84 
B3 78.47 93.31 92.19 28.99 102.56 98.59 54.20 
C1 91.45 143.84 74.01 91.40 58.11 93.21 82.77 
C2 86.67  144.67  67.98  91.01  57.05 95.84  77.99 
C3 83.56 145.23 58.49 89.83 56.31 100.22 72.36 
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Final Report: High-Fidelity Aeroelasticity Simulation of Offshore Wind Turbine 
in Complex Offshore Environment 

Research Institute for Applied Mechanics, Kyushu University  

Collaborative Research Project (2024) 

 

1. Introduction 

This report summarizes the progress and achievements of the collaborative research 
project "High-Fidelity Aeroelasticity Simulation of Offshore Wind Turbine (OffWT) in 
Complex Offshore Environment" conducted in 2024 under the Joint 
Usage/Collaborative Research Program at Kyushu University’s Research Institute for 
Applied Mechanics (RIAM). The project aimed to address the challenges of nonlinear 
coupled dynamic responses in offshore wind turbines (OffWTs) under complex 
environmental interactions involving wind, waves, and currents. Key objectives 
included advancing numerical methodologies for multiphysics simulations, 
investigating wave-turbine interactions, and understanding the impact of turbulent 
wakes and bubble dynamics on turbine stability and power output. 

Collaboration between Shanghai Jiao Tong University (SJTU) and RIAM, initiated in 
2021, has been further strengthened through this project. Over the past year (2024), 
nine SCI-indexed papers were published, focusing on numerical methods for 
multiphase flows, wave-breaking mechanisms, bubble dynamics, and droplet formation. 
These contributions advance the foundational knowledge required for designing robust 
OffWTs in real ocean environments. 

 

2. Research Objectives and Methodologies 

The project employed high-fidelity numerical simulations combined with adaptive 
mesh refinement (AMR), interface-capturing techniques, and advanced turbulence 
models to investigate: 

 Wave-breaking dynamics under wind and surface tension effects. 
 Bubble entrainment and collapse in turbulent flows and their impact on 

pressure loads. 
 Multiphase interactions (air-water, bubbles, droplets) in breaking waves. 
 Numerical framework development for large-density-ratio flows and 

coarse/fine interface treatments. 

Key methodologies included: 



 Adaptive Mesh Refinement (AMR) for resolving multiscale phenomena 
efficiently. 

 Interface compression techniques and mass-momentum consistent 
schemes for sharp interface representation. 

 High-order numerical schemes (e.g., WENO, THINC) to minimize numerical 
dissipation. 

 Bubble/droplet detection algorithms for statistical analysis of size, velocity, 
and spatial distributions. 

3. Major Achievements

3.1 Advancements in Numerical Methods 

1. Robust Interface Treatment for Adaptive Meshes
o Developed a pressure compensation method and jump model to handle

gravity and surface tension across coarse/fine mesh interfaces (Paper 1).
This reduced unnecessary mesh refinement near free surfaces while
maintaining accuracy comparable to uniform meshes.

o Introduced a volume-of-fluid (VOF)-based flux computation
method for large-density-ratio flows, enabling robust simulations of
droplet breakup in high shear flows (Paper 9).

2. Periodic Boundary Condition for Bubbly Flows
o Proposed a novel treatment for vertical periodic channels with gravity,

enabling simulations of microbubble swarms in industrial applications
(Paper 8).

3.2 Wave Dynamics and Breaking Mechanisms 

1. Wind-Driven Wave Breaking
o Identified critical conditions for wave breaking using dimensionless

parameters (Bond number, Reynolds number) and derived a predictive
equation for breaking onset (Paper 2). Demonstrated that surface
tension suppresses plunging breaking but enhances capillary-driven
energy dissipation.

2. Plunging Breaker Characteristics
o Revealed four primary mechanisms of spray droplet formation and

quantified bubble/droplet size distributions (power-law scaling) in
breaking waves (Paper 5).

o Analyzed the role of vortices in bubble fragmentation and turbulent flow
initiation during bubble rise (Paper 7).

3.3 Bubble Dynamics and Collapse 



1. Toroidal Bubble Collapse
o Discovered that shock waves from collapsing toroidal bubbles focus

along the torus axis, generating pressure peaks three times higher than
spherical bubbles (Paper 4). This finding supports buoyancy material
design for deep-sea submersibles.

2. Bubble Cluster Collapse
o Demonstrated that spatial distribution and bubble count dominate

pressure loads during cluster collapse, with minimal impact from wall
proximity (Paper 6).

3.4 Vortex-Interface Interactions 

 Classified four wave patterns (plunging/depression breakers, capillary waves) 
induced by decaying Lamb–Oseen vortices and mapped their regimes using 
Weber and Reynolds numbers (Paper 3). 

4. Collaborative Outcomes and Knowledge Exchange

 Publications: Nine SCI papers were published in 2024, building on seven prior
collaborative works since 2021. 

 Research Integration: The project integrated expertise from SJTU (wave 
mechanics, bubble dynamics) and RIAM (adaptive mesh, compressible flows). 

 Workshops/Seminars: Hosted joint workshops on renewable energy and 
offshore engineering, fostering interdisciplinary discussions. 

5. Conclusion and Future Directions

The project successfully advanced numerical frameworks for simulating offshore wind 
turbine environments, providing critical insights into wave-breaking physics, bubble 
dynamics, and multiphase turbulence. Key outcomes include predictive models for 
wave breaking, bubble collapse, and droplet formation, which inform OffWT design 
and operational stability. 

Future work will focus on: 

 Extending 3D simulations to incorporate aeroelastic turbine blade responses. 
 Experimental validation of bubble/droplet statistics in wave tanks. 
 Integrating machine learning for real-time load prediction in turbulent offshore 

environments. 



This collaboration underscores the importance of international partnerships in 
addressing global renewable energy challenges. 
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Purpose 
This project aims to: 
(1) Develop a fully coupled model for dynamic response prediction of wind-current and wind-wave

integrated floating energy systems.  
(2) Investigate the WEC and tidal turbine layout effects on the dynamic behavior of the IFES concepts.

Numerical modelling method 

The coupled analysis framework of the IFES concept is developed by integrating the aero-servo-elastic model 
with AQWA through a dynamic link library (DLL). The capabilities of predicting aero-servo-elastic responses 
of the wind turbine and the hydrodynamic loads on the tidal turbines are implemented within the DLL that can 
be invoked by AQWA when performing a time-domain analysis. Fig. 1 presents a flowchart of the fully analysis 
framework of the IFES concept. Noting that the numerical simulation of the IFES subjected to wind, wave and 
current loadings is performed in AQWA. In each time step of the time domain analysis, the DLL will be invoked 
to predict the aerodynamic loads on the wind turbine and hydrodynamic loads on the rotating rotor of the tidal 
turbines under the influence of platform motions. t is apparent that the platform responses obtained using the 
AQWA solver are influenced by the responses of the wind turbine and tidal turbines predicted in the DLL, and 

vice versa. Based on the assumption of small rotations of the platform, the relative inflow current speed curr,relU

is corrected as follows: 
curr,rel curr ptfm,surge tidal ptfm ptfm,pitch tidal ptfm ptfm,yaw( ) ( )U U U Z Z U Y Y U  (1)

where currU  is the defined inflow current speed at the tidal hub depth. ptfm,surgeU , ptfm,pitchU  and ptfm,yawU  are the surge, pitch 

and yaw velocities of the platform, respectively. tidalZ  and ptfmZ  are the vertical coordinates of the CMs of the tidal 

turbine and platform, respectively. tidalY   and ptfmY   are the lateral coordinates of the CMs of the tidal turbine and 

platform, respectively. 

It is noted that the results directly produced by the AQWA solver and DLL are referred to different coordinate 
systems. More specifically, the tower-base loads are referred to the platform’s local coordinate system that 
moves with the platform. The external force applied at the platform’s CM is referred to the inertial coordinate 
system fixed in the origin of [0, 0, 0]. More details regarding the coupled modelling between AQWA and FAST 
can be found in the previous studies of the authors. 
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Experimental results and discussions 

The IFES concept shown in Fig. 2 consists of a 5 MW wind turbine developed by the National Renewable 
Energy Laboratory (NREL) and two tidal turbines designed by the Sandia National Laboratory (SNL). The IFES 
concepts are examined for the load cases (LC) defined in Table1.  

Table 1: Load case definition 

ID of the 
load cases 

Wind 
speed 
(m/s) 

Significant 
Wave Height 
(m) 

Peak Spectral 
Period (s) 

Current 
Speed at 
MSL(m/s) 

Probability 

LC1 3.0 1.089 8.569 0.610 2.337% 
LC2 4.0 1.108 8.496 0.650 3.569% 
LC3 5.0 1.146 8.392 0.680 4.125% 
LC4 6.0 1.198 8.264 0.730 5.555% 
LC5 7.0 1.269 8.103 0.920 6.976% 
LC6 8.0 1.359 7.923 1.060 7.776% 
LC7 9.0 1.478 7.724 1.220 8.236% 
LC8 10.0 1.617 7.569 1.310 7.657% 
LC9 11.0 1.779 7.451 1.460 6.996% 
LC10 12.0 1.954 7.443 1.520 6.766% 
LC11 13.0 2.144 7.457 1.660 6.320% 
LC12 14.0 2.350 7.508 1.700 5.986% 
LC13 15.0 2.573 7.629 1.810 5.243% 
LC14 16.0 2.808 7.810 2.010 4.699% 
LC15 17.0 3.062 8.047 2.120 4.171% 
LC16 18.0 3.361 8.294 2.230 3.236% 
LC17 19.0 3.645 8.549 2.420 2.889% 
LC18 20.0 3.860 8.796 2.510 2.125% 
LC19 21.0 4.081 9.042 2.660 1.825% 
LC20 22.0 4.335 9.288 2.710 1.145% 
LC21 23.0 4.610 9.534 2.810 0.998% 
LC22 24.0 4.905 9.779 2.860 0.715% 
LC23 25.0 5.216 10.025 2.980 0.658% 

The mean value and standard deviation of the power produced by the wind turbine and tidal turbines of each 
examined IFES model are calculated based on the results between 2500 s and 4500 s. Fig. 3 and Fig. 4 present 
the generator power of the whole system and the tidal turbines, respectively. As observed from Fig. 3, the total 
power of each IFES model is higher than that of the FOWT for each examined load case. The whole system’s 
output power is increased by the tidal turbines as expected. Especially for LC17~LC23 in which the current 
speeds are higher than the rated speed of the tidal turbine, the two tidal turbines add 1.1 MW capacity to the 
whole system by producing the rated power. It is also found that the five IFES models have a similar average 
total power production in these load cases, although IFES1 has a relatively larger standard deviation. Since the 
tidal turbines of IFES1 are installed at -26.5 m depth that is the farthest to the CM of the spar platform. The 
platform pitch motion produces the largest variation to the relative speed of the tidal turbines. As a result, the 
power fluctuation of IFES1 is larger as observed. It is noted that the power productions of all the IFES models 



are very close within LC1~LC4. The reason to this observation is a bit different from that of the results in 
LC17~LC23. In LC1~LC4, the wind speeds are lower than 8m/s. The pitch motion induced by the aerodynamic 
loads is not severe. The surge speed of the tidal turbines due to the platform pitch motion are insignificant 
compared to its absolute inflow current speed. Consequently, the installation position of tidal turbines has a 
weak influence on the total power production. 

Fig. 3: Generator power of the whole system including the wind turbine and tidal turbines 

Fig. 4: Generator power of the tidal turbines of each examined IFES model. (a) Power of the tidal turbines 
power; (b) Increase rate of power 

Fig. 5 presents the mean pitch motion of all the models and the pitch increase rate of the IFES models. Platform 
pitch of the IFES models is significantly influenced by the installation position of the tidal turbines as confirmed 
by the obvious differences observed from Fig. 5. Similar to tower-base bending moment, the pitch motions of 
IFES1 and IFES2 are increased while the pitch motions of IFES4 and IFES5 are reduced if comparing to the 
results of the FOWT. This is mainly because of the installation position of the tidal turbines. For the IFES1 and 
IFES2 models, the tidal turbines generate a positive bending moment together with the aerodynamic loads 
resulting in a larger pitch motion. However, the tidal turbines of IFES4 and IFES5 are installed below the 
system’s CM. The hydrodynamic thrust of the tidal turbines produces a bending moment reverse to the 
aerodynamic bending moment. As shown in Fig. 5(b), the mean pitch motion of IFES1 is increased by as large 
as 78.2% under LC16. The average increase rate over the examined load cases is 37.3% for IFES1. While the 
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reduction in mean pitch motion of IFES5 achieves 56.4% under LC14 and the average reduction over all the 
load cases is 35.3%. 

(a) Statistics of platform pitch of all the models (b) Increase rate of mean value
Fig. 5: Mean pitch motion of all the models and the pitch increase rate of the IFES models compared to the 
FOWT 

As per the results presented in the previous section, it is found that the dynamic responses of the IFES models 
are significantly influenced by the tidal turbines under LC14. In addition, the extreme high/low values are 
achieved at LC14 for most IFES modes. The phenomenon implies that the coupling between the wind turbine 
and the substructure that includes the platform and tidal turbines is very complicated. Therefore, the dynamic 
responses of all the IFES models under LC14 are presented to explain how the tidal turbines affect the whole 
system’s dynamic behavior. Fig. 6 presents the total power and tower-base bending moment of the IFES models 
and the FOWT under LC14. 

Fig. 6: The time domain dynamic responses of the IFES models and FOWT: (a) Total power of the whole system; 
(b) Tower-base bending moment.
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Introduction 
Marine energy is a type of renewable energy that offers several advantages, including no land occupation, 

widespread resource distribution, significant development potential, sustainability, and environmental 
friendliness. As such, it has become an essential component of global renewable energy development. Under 
the action of wind and wave loads, marine renewable energy devices experience significant oscillations. It is 
crucial to clearly understand the hydrodynamic performance of these structures and implement effective 
vibration suppression measures. One approach to controlling the motion of floating wind turbines is to utilize 
liquid tanks. Tuned liquid column damper (TLCD) is a classical vibration control technique that has been 
successfully used in high-rise buildings. Lee et al [1] was probably the first study that introduced TLCD to 
suppress the motion of floating platforms. Subsequently, Lee and Juang [2], Borg et al [3], Feizian et al [4], and 
Yu et al [5] examined the motion-reduction effects of the conventional U-shaped TLCD on various floating 
foundation types, including the tension-leg, semi-submersible, SPAR-type, and barge-type foundations, 
respectively. Understanding the complex interaction mechanisms between wave-induced rocking, floating 
platforms, and ocean waves is critical to optimizing tank geometry and maximizing the safety of Marine 
structures. However, a practical floating foundation normally has multiple vertical motion planes in various 
directions under combined action of wind and waves. As a modified solution, various concepts of multiple tuned 
liquid column dampers (MTLCDs) are proposed to control the motion in multiple directions. Meanwhile  the 
hydrodynamic performance and power generation efficiency of multi-degree-of-freedom oscillating float-type 
wave energy generator are evaluated. Previous research, experiments conducted by Zhang et al. [6] showed that 
a multi-axis WEC produced more power than did a single-axis WEC. Sergiienko et al. [7] compared the 
performances of floating and fully submerged point absorbers and found advantages for a fully submerged buoy 
with multiple motion modes. Numerical simulations conducted by Shi et al. [8] showed that increasing the 
number of multi-degree-of-freedoms (DOFs) improved the energy capture efficiency of a WEC across a wider 
frequency range. Al Shami et al. [9] investigated the effects of DOFs on a point-absorber WEC and found that 
increasing the number of DOFs significantly enhanced its average power capture. In Wang et al. [10], sea trials 
of a multi-DOF WEC showed a 32.76% higher time-averaged electrical power output compared to the single-
DOF case.  

In this study, an alternative concept of MTLCD is to be proposed to suppress the wave-induced motion of a 
semi-submersible floating wind turbine. An integrated numerical model of the MTLCD and floating foundation 
will be established using STAR-CCM+. Effects of the MTLCD on the motion responses of the floating 
foundation are to be investigated. At the same time, the hydrodynamic performance and energy capture 
efficiency of multi-degree-of-freedom wave energy device are studied by physical model tests. 

Methodology 

Numerical wave tank 

An integrated numerical model of the MTLCD and floating foundation is established using STAR-CCM+. 
As shown in Fig. 1, the numerical wave tank has a length of 2200 m and a water depth of 100 m. Symmetric 
boundary conditions are implemented on the front and rear boundaries. The wall condition is defined on the sea 
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bed. The left and upper boundaries are set as velocity inlet boundaries, and the right boundary is designated as 
the outlet boundary. The platform is located 1100 m from the left boundary, 70 m from the front boundary, and 
50m above the bottom boundary. Wave forcing zones of 1.5 times wavelength long are employed at both the 
left and right boundary of the tank to prevent wave reflections. Aerodynamic loads on the structure are ignored. 

(a) 

(b) 

(a)                                                                          (b) 
Figure 1. (a) Mesh of computational domain; (b) front view of local mesh refinement; (c) side view of local 

mesh refinement; and (d) suface mesh of floating foundation. 
The inlet velocity on left boundary is set based on the fifth-order Stokes wave theory. The velocity 

components of water particles are 
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where c represents the wave velocity, k the wave number, x the horizontal coordinate in the direction of wave 
propagation, z the vertical coordinate, d the water depth,  the angular frequency, and ux and uz the velocity 
components of the water particles. The wave number is related to the wavelength n through k =2 / n. 

The fluid in the computational domain is assumed to be incompressible and viscous. The governing equations 
are given as 

=0  



=-  

where  denotes the fluid’s density, u the fluid’s velocity, p the pressure, and Re the Reynolds number. The 
SST k-  turbulent model is implemented. This model incorporates a modified turbulent viscosity formulation 
to account for the transport effects produced by turbulent shear stresses, thereby enhancing accuracy and 
reliability compared to the standard k-  model across a broad range of flow conditions. The treatment of the 
wall employs a comprehensive y+ wall treatment strategy. The dynamic fluid-body interaction (DFBI) model is 
implicitly coupled with the unsteady RANS solver to deal with the six-degree-of-freedom motion of the floating 
foundation.  

An overlapping grid technique is used to discretize the computational domain. The computational domain is 
composed of a background grid and an overlapping grid. A data transfer interface is established between two 
grids. Both the background and the overlapping grids are unstructured, with hexahedral mesh elements. The 
grids surrounding the platform and near the water surface are refined.  

The Volume of Fluid (VOF) method is used to track the air-water interface. The interface is described by the 
phase volume fraction i 

i
i

V
V (5)

where Vi is the volume of the fluid phase in the i-th cell, and V the volume of the mesh cell. With i = 0 and 
i = 1, the cell is fully occupied by air and water, respectively. The air-water interface can be found in a cell 

with 0 < i < 1. 

Set-ups of wave-tank testing 

The tank was 60.0 m long, 4.0 m wide, and 2.5 m deep and had a piston-type wave maker at one end and a 
4.0 m-long damping beach at the other end. The water depth was set as  = 1.62 m. Fig. 2 shows the scaled 
prototype in the wave tank without and with water after installation. The buoy was initially in the middle of the 
tank, 26 m from the wave maker. The free floating buoy was initially upright at its predetermined draught. Fig. 
8 shows the physical model of the buoy and suspension system. Seven wave conditions were considered in the 
wave-tank experiments, with the wave period  ranging from 1.6 s to 4.0 s. The wave height was constant at 
0.250 m. The wave amplitude  = 0.125 m was taken for nondimensionalization. Wave gauges were used to 
monitor the wave amplitude in the tank.  



Fig. 2. Deployment of measurement system for MD-WEC model in wave-tank experiments 

Results 
Effects of MTLCD on pitch motion 

Figure 3 compares histories of the pitch motion of a floating foundation with and without the MTLCD system 
in seven different wave conditions. In the case of T = 25 s, the floating foundation experiences a motion 
resonance in the pitch degree of freedom, and the maximum pitch amplitude is about 3.78°. With the MTLCD 
system, the maximum pitch amplitude is reduced to 2.8°, indicating a suppression effect of approximately 
25.93%. Around the resonance condition, the suppression effect at T = 27 s is approximately 16.13%, and that 
at T = 23 s is approximately 25.46%. As the wave condition deviates from the resonance period, the suppressive 
effect of the MTLCD on the pitch motion reduces. 

Figure 4 further compares the maximum pitch amplitudes of the floating foundation with and without 
MTLCD. The MTLCD effectively suppresses the pitch amplitude of the floating foundation in wave conditions 
of T =21s to 29s. Pronounced suppression effect can be observed in large-period wave conditions. As the wave 
period diverges from the natural period of the MTLCD, its suppression effect decreases gradually. 



Fig 3. Histories of pitch motion of floating foundation with and without MTLCD 

Fig 4. Comparison of maximum pitch amplitudes of floating foundation with and without MTLCD. 

Kinematic and dynamic properties in energy absorption stage 
Fig. 5(a) shows the wave-frequency component in the steady phase of the RH and force histories. The 

amplitude of either the RH displacement or the force of the buoy in the single-DOF case is always smaller than 
that in the multi-DOF case. Between  = 1.6 s and 2.8 s, the amplitude of the RH displacement for a multi-DOF 
buoy is almost twice that for the single-DOF case. In longer waves with period from  = 3.2 s to 4.0 s, the 
amplitude difference of the RH displacement between the single-DOF and multi-DOF cases decreases gradually. 
In terms of the force of the buoy acting on the drive tube, the amplitude in the single-DOF case briefly has an 
increasing trend with respect to the wave period, while that in the multi-DOF case reaches its peak at  = 2.0 s 
and then decreases steadily. Therefore, the MD-WEC device has special advantages in shorter-wave conditions 
in terms of the RH displacement and the force of the buoy. 

According to the spectral analysis, the double-wave-frequency component dominates the histories of the 
torque and rotational velocity, which applies to both the single-DOF and multi-DOF cases. Fig. 5(b) compares 



the double-wave-frequency, component of these torque and rotational velocity histories. In either case, the 
pattern of the torque amplitude versus the wave period is similar to that of the rotational velocity. In wave 
conditions between  = 2.0 s and 3.2 s, the amplitudes of both the torque and rotational velocity of the shaft are 
evidently greater in the multi-DOF case. At  = 2.0 s, the torque and rotational velocity amplitude in the single-
DOF case are only half and one-third of those in the multi-DOF case, respectively. During the parametric 
oscillation at  = 3.6 s, the 2 0 component of the torque and rotational velocity has a smaller amplitude in the 
multi-DOF case. 

Fig. 5. (a) Wave-frequency (i.e., 0) component of RH displacement and force histories of buoy in single-DOF 
and multi-DOF cases. (b) Double-wave-frequency (i.e., 2 0) component of torque and rotational velocity 
histories of output shaft of MMR gearbox in single-DOF and multi-DOF cases. 
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Introduction: 

Carbon emissions and environmental damage such as the greenhouse effect, acid precipitation, and 
stratospheric ozone depletion are primarily attributable to the consumption of non-renewable energy 
sources, like oil, coal, and natural gases, etc., in the development of products and facilities. Due to the 
significant advantages such as non-depletable, ubiquitous, and minimal environmental impact, 
renewable energy sources provide “greener” alternatives to handle these environmental degradations 
(see [1]-[3]). Of all the different types of renewable energy sources, wave energy is recognized as the 
most promising source of energy for a sustainable future world as the ocean covers the 71 of the earth's 
surface.  The development of Wave Energy Converters (WECs) is characterized by a wide variety of 
concepts and designs aimed at harnessing wave energy. Based on their working principle, the     WEC 
system is classified mainly into three categories: (i) Oscillating water column, (ii) Wave activated 
bodies, and (iii) Overtopping devices (see [4]-[7] for details). In addition, the aforementioned wave 
energy converters are further classified based on their different locations, namely nearshore or offshore, 
moored in a floating position or in a submerged position ([4], [5], [7]). Among all the wave energy 
converter devices, the OWC-WEC devices emerged as a significant breakthrough during the early 
nineteenth century, often recognized as the first generation of devices. The OWC device consists of an 
open-end box comprised of concrete or steel that is partially submerged in the ocean and the Wells 
turbine, which is located at the top of the OWC device chamber.   In the presence of incident waves, 
pressure oscillations arise in the water column located inside the chamber.  The internal pressure 
fluctuation within the enclosed chamber compels the air above the interior free surface to pass through 
the turbine, ultimately propelling the electrical generator to generate power ([8]).  In order to create an 
effective wave energy converter device based on a rigid body model, significant theoretical and 
technological advancements have been performed ([10]-[12]).  

       In realistic marine environment, the development of ocean currents is based on the transfer of mass, 
momentum, and energy via the irregular smaller scale motions of certain kinds. Further, the tidal motion 
and wave breaking generate the currents in coastal areas with velocities of the order 10-100 cm/s. The 
natural phenomenon of wave-current interaction significantly impacts wave properties, such as 
wavelength, wave period, phase velocity, and group velocity. Consequently, this interaction leads to a 
transformation in the structural load experienced by all kinds of marine structures. Moreover, it is 
important to emphasize that ocean currents play significant roles in influencing both the speed and 
direction of waves ([13] - [15]). The power associated with the ocean current in the form of kinetic 
energy has an important foreseeable potential for electricity supply (see [15] - [16]).  Due to such 
inherent properties, ocean currents can positively impact wave energy devices in several ways. They 
can increase the relative velocity of water, enhancing energy capture and stabilising wave patterns, 
leading to more consistent and efficient energy conversion. Currents also extend the operational range 
of devices, enabling them to perform effectively across various wave conditions and assist in optimal 
positioning by aligning devices with incoming waves. Additionally, currents can mitigate wave 
reflection and diffraction, further improving energy capture (see [17]). 

        In light of the OWC device's advantages, ocean currents can significantly enhance the 
hydrodynamic performance of the OWC devices by increasing air pressure variation for better turbine 
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efficiency, improving energy capture through amplified water motion, and stabilizing the device against 
extreme conditions.  

Fig:1 Vertical cross-section of the OWC device placed over the undulated seabed 

Solution Methodology: 

The procedure for converting BVP into system of integral equations is provided using the following 
flow chart: 

The free space Green’s function associated with the Laplace equation takes the form 

 
Applying Green’s second identity to the velocity potentials and the aforementioned Green’s function, 
the following Fredholm integral equation is obtained associated with the OWC device 

,
, ,, , , ; , , ; , , ,

2

S R
S R S Rc Gx z x z G x z x z d x z

n n
where   for smooth boundaries.  It is to be noted that for the free space Green’s function, all the 
boundary conditions will be utilized in the aforementioned integral equations. However, for the free 
surface Green’s function, only the undulated bottom bed, rear wall and the internal free surface 
boundary conditions will be utilized in the integral equations.  
In both the processes, two Fredholm integral equations will be obtained: one for the scattered velocity 
potential and the other for the radiated velocity potential. 



Fig:2. (a) Solution Methodology Based on BEM, and (b) working mechanism of the 

OWC device. 

Results: 

Fig: 2 Variation of  as a function of incident wave number  for various (a) chamber width 
and (a) front wall's draft in the presence of ocean current with . 

Fig:3. Variation of  vs  for different . 



Fig: 4. Variation of free surface elevation  with in the presence of an OWC  device 
for different time (a) (b)  sec, (c)  sec, and (d)  sec. 

Conclusions: 

In the current project, the hydrodynamic performance of an OWC-WEC device situated above an 
undulated sea bottom, subjected to the influence of ocean currents. To investigate the same, the 
examination is carried out in the context of the frequency and time-domain, respectively. The constant 
BEM is employed to address the corresponding BVP. Comprehensive derivations are presented for 
several factors pertaining to the assessment of the performance of the OWC device. These parameters 
include the radiation conductance and susceptance coefficients, as well as the volume fluxes related to 
the scattered potentials and the hydrodynamic efficiency. The present study has yielded the following 
conclusions: 

The occurrence of resonance in the efficiency curve is noted to be more prominent for lower
values of the incident wavenumber when the chamber width and submergence depth are
increased.
In addition, the number of resonating peaks exhibits an increase in magnitude when the values
of ocean current decrease, and the amplitude of the resonating peaks gradually declines for
increasing values of wavenumber.
It is found that the OWC-WEC device can effectively capture and store wave energy over
prolonged durations. Furthermore, for higher magnitudes of following ocean current



velocities, the amplitude of  is higher. However, for opposing current, the amplitude 
of  is reduced due to the wave-blocking phenomenon, preventing wave propagation 
for higher magnitudes of opposing current velocities. 
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