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Abstract
To verify the effectiveness of the GPU simulation of wake effects at a large-scale offshore wind farm, we ran an in-house large-eddy
simulation (LES) solver with a CFD porous disk wake model for the Horns Rev 1 wind farm. For this numerical research, we prepared
the latest workstation equipped with a Xeon W-2265 CPU and an NVIDIA RTX A6000 GPU. We clarified that the calculation speed
of the single GPU of the NVIDIA RTX A6000 is approximately 10 times faster than the calculation speed of the Xeon W-2265. Careful
data analysis and visualization of the unsteady turbulent flow fields obtained in the current LES study suggest that the mutual interfer-
ence of the wakes developed by wind turbines may frequently form a local speed-up region around wind turbines, located on the
downstream side of large offshore wind farms.
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Introduction

The Government of Japan is aiming for the ‘‘realization of a carbon-free society in 2050,’’ and offshore wind
power generation is particularly key to achieving this goal. As a wind turbine blade rotates, a wind speed deficit
region called the wind turbine wake is formed on the downstream side of the wind turbine (Porté-Agel et al.,
2019). In a large offshore wind farm consisting of multiple wind turbines, wind turbine wakes can interfere with
one another. The downstream wind turbines are directly affected by this, leading to decreased power generation
and an increased wind load (Hasager et al., 2017).

Figure 1 provides an aerial view of wake clouds at the Horns Rev 2 offshore wind farm in Denmark, as pub-
lished by Hasager et al. (2017). The Horns Rev 2 offshore wind farm is located in the North Sea, west of Jutland,
Denmark. The wind farm consists of 91 wind turbines with a hub-height 68 m above the mean sea level. Horns
Rev 2 entered full operation in November 2009. The wind turbine wakes are visualized by low-hanging fog that
mixes into the wake region. When observing the aerial view shown in Figure 1 in detail, the mutual interference
phenomenon of the wind turbine wakes, as described above, can be clearly observed.

To better construct a large offshore wind farm in Japan, there is an urgent need to develop a wake model that
can accurately predict the mutual interference phenomenon of wind turbine wakes. In response to these social and
engineering demands, the first author of the current paper is developing a CFD porous disk wake model by better
evaluating the bankability and aiming for efficient cost reduction (Uchida et al., 2020, 2021). To verify the prediction
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accuracy of the CFD porous disk wake model, Uchida et al. (2020) conducted wind tunnel experiments and numeri-
cal simulations to determine the utility-scale of the model. In the numerical simulation, fully resolved geometries
were developed and combined with CFD, and an average wind speed database for wind turbine wakes was created.
Based on the wind speed database described above, the researchers verified the predicted accuracy of the CFD por-
ous disk wake model. The model was able to reproduce the wind speed database with an error rate of 10% or less in
the wake region of 5–10 D (D is the diameter of the wind turbine). Uchida et al. (2021) organized supervisory con-
trol and data acquisition (SCADA) data for a utility-scale wind turbine and measured the flow field of the wind tur-
bine wake using the latest vertical profiling Lidar measuring device. The researchers quantitatively demonstrated
that the current wake model could reproduce the 10-minute average wind speed with an error rate of 10% or less.

In parallel with the development and verification of the above CFD porous disk wake model, it is also extremely
important that we significantly reduce the simulation time of the in-house LES solver implemented in the current wake
model (Gargallo-Peiró et al., 2018; Ono and Uchida, 2019). Therefore, in the current paper, we examine a GPU simula-
tion of wake effects for the Horns Rev 1 offshore wind farm using the CFD porous disk wake model. The Horns Rev
1 offshore wind farm is located approximately 20 km southeast of the Horns Rev 2 offshore wind farm.

Numerical set-up

For our numerical technique, the finite-difference method (FDM), based on a Cartesian grid system, was adopted
and large-eddy simulation (LES) was used for the turbulence model. For the governing equations of flow in the
tensor form (i, j = 1, 2, 3), a filtered continuity equation for incompressible fluid (equation (1)) and a filtered
Navier–Stokes equation (equation (2)) were used. For the computational algorithm, the fractional step (FS)
method (Kim and Moin, 1985) was used, and a time-marching approach based on the simplest explicit and one-
step method was adopted. Poisson’s equation for pressure was solved using the successive over-relaxation (SOR)
method. For the discretization of all spatial terms, except for the convective term in equation (2), a second-order
central difference scheme was applied. For the convective term, a third-order upwind difference scheme was
employed. The interpolation technique (Kajishima, 1994) was used for the fourth-order central differencing that
appears in the discretized form of the convective term. For the weighting of the numerical diffusion term in the
convective term discretized by third-order upwind differencing, a = 0.5 was used, as opposed to a = 3.0 from
the Kawamura–Kuwahara scheme (Kawamura et al., 1986), to minimize the influence of numerical diffusion. For
LES subgrid-scale modeling, the explicit mixed timescale (MTS) model (Inagaki et al., 2005) based on an eddy
viscosity assumption was adopted (equations (3)–(11)) for the turbulent flow field, and Simpson’s rule was used as
the test filter in the MTS procedure. For the rotation of the wind turbine blades, the CFD porous disk wake

Figure 1. Photograph of the Horns Rev 2 offshore wind farm on 25 January 2016 at 12:45 UTC, seen from WSW (Hasager et al.,
2017). The Horns Rev 2 offshore wind farm is located in the North Sea, west of Jutland, Denmark.
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model was utilized (Uchida et al., 2020, 2021). The effect of the CFD porous disk wake model, described in equa-
tions (12) and (13), was implemented as an external force in equation (2). The only parameter of the CFD porous
disk wake model, CRC, was the resistance coefficient. We conducted a thorough preliminary investigation of the
resistance coefficient (CRC = 1.0–10 in 0.5 increments), based on which we adopted 5.0 for the coefficient (CRC)
(equation (14)), with a cosine-shaped distribution function in the swept area, as was shown in previous papers
(Uchida et al., 2020, 2021). In previous work, the in-house LES solver and Reynolds-averaged Navier–Stokes
(RANS)-based commercial CFD software were compared, and it was shown that the in-house LES solver pro-
vided comparable results to those of the RANS-based commercial software (Uchida and Li, 2018).
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Figure 2 shows a computational domain (6000 m (x) 3 5500 m (y) 3 400 m (z)), including the total number of
grid points and the grid resolutions in the streamwise and cross-stream directions for the Horns Rev 1 offshore wind
farm. The wind farm consists of 80 utility-scale wind turbines. The total number of grid points in the computational
domain was approximately 12 million (401 (x) 3 301 (y) 3 101 (z)). In the current simulation, grid resolutions with
uniform spacing in all directions were used (Dx = 15 m, Dy = 18 m, and Dz = 4 m). As explained earlier, to con-
sider the influence of rotating blades on the flow field, the CFD porous disk wake model (Uchida et al., 2020, 2021)
was applied. The influence of the nacelle and tower was ignored. A power law distribution with N = 10 was used as
an inlet boundary condition. The lateral and upper boundary conditions were assigned a slip condition, while the
outflow section was assigned the Sommerfeld radiation condition (SRC). A no-slip boundary condition was set on
the ground. The time step was Dt = 2 3 1023 (R/Uin), where Uin is the uniform flow speed and R is the radius of
the wind turbine blade. To fully develop the flow field in both the near- and far-wake regions downstream of the
wind turbine model, time integration from t =0–200 (R/Uin) was performed. Flow field statistical processing was
performed at t = 100 – 200 (R/Uin) in the latter half of the time integration. In this study, five measurement points,
as shown in Figure 3, were set to quantitatively evaluate the wind speed entering the swept area of the wind turbine.

Table 1 shows the main specifications of the GPU workstation used in this study. In the current study,
OpenACC directives were inserted into the Fortran program developed by the first author. Next, the program
was compiled by the NVIDIA HPC SDK using the ‘‘-acc’’ option. Finally, the inserted directives were enabled
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and the executable file for the GPU was generated. LES simulation by a new SX-Aurora TSUBASA vector super-
computer was also performed for comparison with the calculation time of the GPU. In this study, we used a 1VE
(vector engine) consisting of eight cores (theoretical peak performance: 2.16 TFLOPS).

Numerical results and discussion

First, let us consider the comparison of calculation speed ratios, as shown in Figure 4. Based on the calculation
time using 12 cores of the Xeon W-2265 (CPU 3.50 GHz) in the same workstation, the GPU calculation time using
NVIDIA RTX A6000 increased by approximately 10 times. It was almost the same as the 1VE calculation time of
the new SX-Aurora TSUBASA vector supercomputer (eight cores/theoretical peak performance: 2.16 TFLOPS).
The latest high-performance GPU used in this study, the NVIDIA RTX A6000, has 48 GB of memory, even with
a graphics card. Therefore, despite the lack of extremely large computational resources (massively parallel comput-
ing devices), large parallel computations of the wake interaction within large offshore wind farms using tens of mil-
lions of grid points are still possible. Further performance improvement is expected, and we do not doubt that
high-performance computing for large offshore wind farms using a single GPU will become a reality.

From here on, we discuss the wake flows behind the wind turbines in the wind farm. The most common analytical
engineering wake model is the so-called Park wake model (Jensen, 1983; Katic et al., 1987). The Park wake model

Figure 2. Layout, computational domain, computational grid, and coordinate system for the Horns Rev 1 offshore wind farm.
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Figure 3. Measurement points in the swept area.

Table 1. Main specifications of the GPU workstation used in this study.

CPU Xeon W-2265 (12 cores @ CPU 3.50 GHz)
Memory 128 GB (16 GB DDR4-2933 ECC RDIMM 38)
SSD 480 GB 3 2
GPU NVIDIA RTX A6000 (48 GB)
OS CentOS 7.6
� CUDA 11.4
� NVIDIA HPC SDK 21.9
� Intel Parallel Studio XE 2019 update 5

Figure 4. Comparison of calculation speed ratios.
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implements a simple formula for the size of the wake deficit and its expansion downstream with a single adjustable
parameter (wake decay constant). Therefore, the Park wake model is still widely used for evaluating business feasibil-
ity in the wind industry in Japan and overseas. Figure 5 shows the color shading of non-dimensional scalar horizontal
wind speed at the hub height (70 m) by the analytical Jensen wake model. As has already been pointed out, it is
extremely difficult to accurately predict the mutual interference between wind turbines using the Park wake model.
Figure 6 shows the color shading of non-dimensional time-averaged scalar horizontal wind speed at the hub height
by the CFD porous disk wake model. In contrast to the numerical results by the analytical Jensen wake model shown
in Figures 5 and 6 shows that the mutual wake interferences are well reproduced.

Here, we focus on wind turbines #5 and #76, which were selected as target wind turbines in the present research,
shown on the right side of Figure 6. It should be noted that the time-averaged wind speed distributions immedi-
ately upstream of wind turbines #5 and #76 are almost the same, as shown in Figure 6. A similar trend can also be
confirmed in Figures 5, 7, and 9.

Figure 7 shows the time-averaged vertical wind speed distributions immediately upstream of wind turbines #5
and #76; it can be seen that the wind speeds of both wind turbines are almost the same and the wind velocity is low
compared to the inflow profile at the wind turbine hub height (70 m).

Figure 8 shows the rear view color shading of the non-dimensional time-averaged scalar horizontal wind speed
in the swept area of wind turbine #76. Focusing on the spatial distribution within the swept area of the wind tur-
bine, we can see that it is extremely complicated. The main cause is presumed to be mutual interferences between
wind turbine wakes upstream of wind turbine #76. Furthermore, related to these phenomena, it is thought that
unsteady turbulent flow occurs around wind turbine #76.

Now, we consider the reason why there was no significant difference in the non-dimensional time-averaged sca-
lar horizontal wind speeds between wind turbine #5 located on the upstream-most side, and wind turbine #76
located on the downstream-most side. At the same time, we consider the unsteady flow behavior around wind tur-
bine #76 in detail. Figure 9 compares the time histories of the non-dimensional scalar horizontal wind speeds of
#5 and #76. These wind speed values were evaluated based on the streamwise and cross-stream velocity compo-
nents at the hub height (70 m) immediately upstream of wind turbines #5 and #76, as shown in Figure 3. In the
figure, the blue line indicates the numerical results of wind turbine #5, and the red line provides the numerical
results of wind turbine #76. First, note the time-averaged wind speed shown on the right side of Figure 9. As

Figure 5. Color shading of non-dimensional scalar horizontal wind speed at the hub height (70 m) by the analytical Jensen wake
model.
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Figure 7. Time-averaged vertical wind speed distributions immediately upstream of wind turbines #5 and #76.

Figure 6. Color shading of non-dimensional time-averaged scalar horizontal wind speed at the hub height by the CFD porous disk
wake model.
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mentioned earlier, no significant difference appeared between wind turbine #5 located on the upstream-most side,
and wind turbine #76 located on the downstream-most side in the current study. As expected, for wind turbine
#5, which is located on the upstream-most side, the non-dimensional scalar horizontal wind speed showed an
almost constant value, and no temporal fluctuation appeared. However, for wind turbine #76, which is located on

Figure 8. Rearview color shading of the non-dimensional time-averaged scalar horizontal wind speed of wind turbine #76.

Figure 9. Comparison of the time histories of the non-dimensional scalar horizontal wind speeds of #5 and #76. These wind speed
values were evaluated at the hub center shown in Figure 3.
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the downstream-most side, the waveform of the non-dimensional scalar horizontal wind speed fluctuated greatly
with time. From the time history waveform of wind turbine #76 shown in Figure 9, it was clarified that an
unsteady flow occurred around wind turbine #76 due to mutual interferences of wind turbine wakes.

Figure 10 shows the color shading of the non-dimensional instantaneous scalar horizontal wind speed at the
time when the scalar horizontal wind speed just upstream of wind turbine #76 was the lowest (non-dimensional
time = 147.6). The enlarged view in Figure 10b shows the area surrounded by the black dotted line in Figure 10a.
First, in the perspective view shown in Figure 10a, it can be seen that wakes are generated from each wind turbine
and that they strongly interfere with one another on the downstream side. In the enlarged view shown in Figure
10b, the relatively large velocity deficit region (surrounded by the black dotted line in Figure 10b) generated from
the wind turbine group located on the upstream side can be clearly observed at the position immediately upstream
of wind turbine #76.

Figure 10. Color shading of the non-dimensional instantaneous scalar horizontal wind speed at the time when the scalar horizontal
wind speed just upstream of wind turbine #76 was the lowest (non-dimensional time = 147.6): (a) Perspective view and (b) enlarged
view.
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Figure 11 shows the corresponding flow characteristics of wind turbine #76 at non-dimensional time = 147.6.
Figure 11a shows the rear view color shading of the non-dimensional scalar horizontal wind speed. Figure 11b
shows the vertical wind speed distributions immediately upstream of wind turbine #76. From these numerical
results, it can be clearly observed that in the spatial wind speed distribution in the swept area of, wind turbine #76
is extremely complicated and that there is a significant deficit in wind velocity.

Next, the situation that occurs following Figures 10 and 11 is shown, and these numerical results are considered.
Figure 12 shows the color shading of the non-dimensional instantaneous scalar horizontal wind speed at the time
when the scalar horizontal wind speed just upstream of wind turbine #76 was the highest (non-dimensional time =
149.8). It should be noted here that the wind speed just upstream of wind turbine #76 was 1.2 times faster than
that of wind turbine #5, which is located on the upstream-most side. Through careful observation of Figure 12, we
can see that the local speed-up region generated by the mutual interference of the wind turbine wakes is about to
pass through wind turbine #76. In the time history of the non-dimensional scalar horizontal wind speed of wind

Figure 11. Flow characteristics of wind turbine #76 at non-dimensional time = 147.6: (a) rear view color shading of the non-
dimensional scalar horizontal wind speed and (b) vertical wind speed distributions immediately upstream of wind turbine #76.
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turbine #76, as shown in Figure 9, although there are many time zones of velocity deficit, the local speed-up phe-
nomenon is confirmed at the same frequency. In other words, the series of numerical results obtained in the current
study suggests that the mutual interference phenomenon of wind turbine wakes may bring about a local speed-up
region around the wind turbines located on the downstream side of large offshore wind farms.

Figure 13 shows the corresponding flow characteristics of wind turbine #76 at non-dimensional time = 149.8.
Figure 13a shows the rear view color shading of the non-dimensional scalar horizontal wind speed. Figure 13b
shows the vertical wind speed distributions immediately upstream of wind turbine #76. Similar to the numerical
results shown in Figure 11b, the spatial wind speed distribution in the swept area of wind turbine #76 shown in
Figure 13a is not uniform and is very complex. In contrast, Figure 13b shows significant wind speed recovery due
to enhanced wind turbine wake mixing.

Figure 12. Color shading of the non-dimensional instantaneous scalar horizontal wind speed at the time when the scalar horizontal
wind speed just upstream of wind turbine #76 was the highest (non-dimensional time = 149.8): (a) perspective view and (b) enlarged
view.
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The wind turbines installed in offshore wind farms are getting larger year by year. Therefore, accurately pre-
dicting the wind speed distribution in the swept area will undoubtedly become more and more important in the
future, as it relates to the prediction of the power output and fatigue life of offshore wind turbines. In addition,
the method of selecting a representative wind speed in the swept area has become an extremely important issue.
Therefore, we finally discuss the process of selecting measurement points in the swept area shown in Figure 3.
Figure 14 shows a comparison of the time histories of the non-dimensional scalar horizontal wind speeds of wind
turbine #76. The solid red line indicates the numerical results based on the horizontal wind speed only at the hub
center (the same as the numerical results shown in Figure 9), and the solid black line represents the average value
of the horizontal wind speeds at the five points in the swept area. As expected, it is clear that the behaviors of both
changed over time and showed similar tendencies. The numerical results, when considering more wind speed infor-
mation, have a smaller fluctuation amplitude than the numerical results using only one point of wind speed

Figure 13. Flow characteristics of wind turbine #76 at non-dimensional time = 149.8: (a) rear view of color shading of the non-
dimensional scalar horizontal wind speed and (b) vertical wind speed distributions immediately upstream of wind turbine #76.
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information. As a result, the numerical results, when considering more wind speed information, have a larger aver-
age value than the numerical results when using only one point. Considering the above, we suggest that in the case
of a wind turbine with a larger swept area, more wind speed information should be used to evaluate the represen-
tative wind speed in the swept area.

Conclusions

In this work, GPU computation using NVIDIA RTX A6000 succeeded in achieving an approximately 10 times
faster speed than CPU computation using 12 cores of Xeon W-2265 (CPU 3.50 GHz). This almost matched the
1VE calculation time of the new SX-Aurora TSUBASA vector supercomputer (eight cores/theoretical peak per-
formance: 2.16 TFLOPS). Looking ahead, we expect to see further performance improvements and predict that
high-performance computing for large offshore wind farms using a single GPU will become a powerful tool.

Next, careful consideration of the flow fields obtained in the current LES study clarified that an unsteady turbu-
lent flow occurred around wind turbine #76 due to mutual interferences of wind turbine wakes. Furthermore, the
mutual interference phenomenon of wind turbine wakes may generate a local speed-up region around wind turbine
#76, located on the downstream side of large offshore wind farms. We expect that further research will lead us to
establish a more efficient wake steering method (Houck, 2022).

The wind turbines installed in offshore wind farms are getting larger year by year. Therefore, accurately predict-
ing the wind speed distribution in the swept area will undoubtedly become more and more important in the future,
as it relates to the prediction of the power output and fatigue life of offshore wind turbines. In addition, the method
of selecting a representative wind speed in the swept area has become an extremely important issue. Therefore, we
finally discussed the process of selecting measurement points in the sweep. As a result, we suggest using more wind
speed information to evaluate the representative wind speed in the swept area.
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Figure 14. Comparison of the time history of the non-dimensional scalar horizontal wind speed of wind turbine #76. The solid red
line indicates the numerical results based on the horizontal wind speed only at the hub center (the same as the numerical result
shown in Figure 5), and the solid black line represents the average value of the horizontal wind speeds at the five points in the swept
area.
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